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YEAR 2000 COMPLIANCE
YEAR 2000 COMPLIANCE

Innovation Data Processing considers its products to be Year 2000 (Y2K) compliant if the product
is capable of correctly processing dates within the 20" and 215! centuries, including proper
processing of leap years, provided that the products are used on platforms (hardware, operating
systems, and associated products from other vendors) that are also Year 2000 compliant.

As of V3.0.0, all known changes have been made to all components in FDR/UPSTREAM for Year
2000 compliance. Testing on a dedicated Y2K test MVS system has been done to insure that all
areas of concern to Y2K work as expected. Any additional Y2K problems which are uncovered will
be promptly fixed.

Dates that are used by FDR/UPSTREAM fall into three categories:

« Those which are part of system data areas such as the last modified dates, expiration dates, and
creation dates, as well as the current date (run date). These dates are handled by Innovation’s
products in the same fashion as the operating system. In FDR/UPSTREAM-MVS, most of these
dates are valid through the year 2155. Special dates, such as 99.365 or 99.366 for permanent
retention, or 99.000 used for catalog control by some tape management systems, will be properly
handled.

« Dates or durations (number of days) specified on control statements. Most date parameters have
been updated to accept a 2-digit or 4-digit year; for 2-digit years any year number less than 70
is assumed to be in the 215 century (20xx). Parameters which specify a duration calculate a
future date or a prior date and will properly handle Y2K and leap years. This also applies to
expiration dates in workstation profiles.

« Cosmetic dates, such as those which appear in printed output. Most dates in heading lines and
similar displays use 4-digit years. In some cases, these dates may still appear with two digit
years. In USTRPORT, two digit years appear in reports, but a minus sign (-) preceding a date
indicates it is in the previous century and a + indicates it is in the next century, relative to the run
date.
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SUMMARY OF MODIFICATIONS FOR FDR/UPSTREAM-MVS V3.1.2

USTBATCH now supports the specification of DNS names to identify the UPSTREAM client.

SUMMARY OF MODIFICATIONS FOR FDR/UPSTREAM-MVS V3.1.1

USTBATCH now supports a TIMEOUT= operand which allows requests to be abandoned if they are
not completed with the specified number of minutes.

FDR-UPSTREAM now includes a client which runs under Unix System Services for OS/390
(formerly called Open Edition) which can be used to backup individual files from a HFS (Hierarchical
File System) data set. Like all UPSTREAM clients, this is an extra-cost option.

SUMMARY OF MODIFICATIONS FOR FDR/UPSTREAM-MVS V3.1.0

FDR/UPSTREAM can now be run on your Novell server. This version has been NetWare certified
for NetWare v5 and carries the Novell Yes/Approved logo.

The NLM and Windows NT versions now support Novell Storage Management Services which
means that UPSTREAM now gets all previously unsupported Novell features such as Macintosh
names spaces, compressed data (without decompression), and more...

FDR/UPSTREAM can now perform physical disk restores to volumes which have a different count
of sectors, tracks or heads from the original volume in such a way that they can now be booted.

SQL-BackTrack improvements. FDR/UPSTREAM backups using BMC’s DataTools SQL-
BackTrack software now allow complete database backups to be contained on a single tape set.

In many environments (Windows NT servers for example), it is often faster to use ULTra to access
files on a LAN attached server than Microsoft Networking.

FDR/UPSTREAM now supplies a SAP certified agent for backing up Oracle based SAP R/3
databases. Systems supported include Windows NT, AlX, Solaris and HPUX.

This full featured backup agent also includes a user exit and supports Windows NT, OS/2 and AIX
systems.
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SUMMARY OF MODIFICATIONS

When the FDR/UPSTREAM proprietary format is used for one or more of the UPSTREAM repository
files (Catalog, File-Info and/or File-Data) instead of native VSAM, V3.1.0 supports a new variable-

length overflow format which will more efficiently manage space in those files. The variable overflow
will reduce the space required for the File-Info data set. Previously the proprietary format was not
recommended for the File-Data data set, but the variable overflow allows it to be used and is now

recommended.

The new variable-length overflow format will be used for all new repository data sets created under
V3.1.0 and above in enhanced format (ENHANCED FORMAT=YES on the ISPF define panel). To
convert your existing repository data sets to the new variable overflow format, create new repository
data sets and REPRO the old data set to the new one. The FDR/UPSTREAM ISPF dialogs can be
used to do this (See Section 2.5). After the REPRO you can rename the data sets so that the new
file has the same name as the old file.

If you are creating FDR/UPSTREAM repository files without using the ISPF interface, or want to
customize the DEFINE generated by the dialogs, contact Innovation for assistance.

SUMMARY OF MODIFICATIONS FOR FDR/UPSTREAM V3.0

FDR/UPSTREAM V3.0.0 is Year2000 (Y2K) complaint. See the preceding pages for details.

USTBATCH now allows workstation override parameters to be continued onto additional records, to
accommodate long file names.

A new section 9.2 has been added to this manual, describing the usage and maintenance
requirements of the FDR/UPSTREAM-MVS database files.



1.1

OVERVIEW

INTRODUCTION 1.0
OVERVIEW

FDR/UPSTREAM is a PC/LAN-to-MVS-mainframe backup system. FDR/UPSTREAM will ensure
your valuable PC data is stored where it is safest, on your MVS mainframe. FDR/UPSTREAM's
flexibility and advanced features make it useful for software and data distribution as well.

With today's rapidly evolving technology and the increasing proliferation of business Local Area
Networks, more company's "mission critical" data is residing physically remote from the mainframe
computer center. This data is subject to loss in a myriad of ways. The traditional backup
methodologies do not ensure true integrity, security, and reliability; that a full restore could be
performed at any time. The mainframe computer center, with it's traditionally safe and secure data
environment can now provide that same security to their population of workstations and LANs

through FDR/UPSTREAM from Innovation Data Processing.

Enterprise computing is a new far-reaching technological phenomenon. Companies are taking a
close look at their "total" computing resources. Those that find ways to get the "parts" that comprise
this "total" to work together, will emerge with a dramatic, competitive edge.

Innovation Data Processing, with its FDR/UPSTREAM automated backup software, has taken the
practical point of view for integrating open architecture and inter-networking within a cooperative
processing environment. Now PCs and network file servers can backup and restore their hard disks
to a MVS mainframe. FDR/UPSTREAM makes disaster recovery for PCs and networks a reality
today.

Innovation Data Processing, the makers of FDR, an MVS backup system with over 5000
customers, is committed to producing the best backup products in the PC/LAN
environment.

-1-1-
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FDR/UPSTREAM FEATURES 1.2
FDR/UPSTREAM FEATURES
FDR/UPSTREAM is a state-of-the-art communications application. Its many features include:

FDR/UPSTREAM uses APPC (Advanced Program-to-Program Communications) to transmit data
over SNA communication links. APPC, being peer-to-peer, provides higher speed and more
flexibility over the old LU 2 screen-based approach used by many micro-to-mainframe vendors. And
only APPC applications can take advantage of APPN (Advanced Peer-to-Peer Networking), IBM's
networking architecture of the future.

FDR/UPSTREAM is CUA (Common User Access) compliant. This guarantees an interface that is
standard across many types of applications, easing the burden of training and other "startup"
issues.

FDR/UPSTREAM also supports TCP/IP for PC-to-MVS communications. TCP/IP (Transmission
Control Protocol/Internet Protocol) is being implemented in many installations as a simpler way of
establishing internal communication links, and also to communicate with external networks such as
the Internet.

Through the use of an integrated scheduler or your own mainframe job scheduler, you can
configure FDR/UPSTREAM to run at any combination of times. Backups and restores can be timed
to run daily, weekly, monthly, or in virtually unlimited numbers of combinations. If you leave your
machine running, FDR/UPSTREAM will run, saving the current application, and restoring it as if
nothing had happened.

FDR/UPSTREAM uses APPC and/or TCP/IP, and due to its unique, efficient architecture, FDR/
UPSTREAM is the fastest micro-to-mainframe communications facility available today. High speed
compression assures fast transfers even on slow links.

FDR/UPSTREAM on MVS is an application written entirely in assembler language, which interfaces
to VTAM and TCP/IP natively. This provides the fastest possible transfers as well as MVS CPU
efficiency.

The MERGE BACKUP facility, introduced in FDR/UPSTREAM-MVS V2.3.2, drastically reduces the
elapsed time of full backups, by utilizing already existing mainframe backups of files which have not
changed, instead of transmitting them from the PC. Using a sophisticated technique, FDR/
UPSTREAM can construct a complete full backup without the PC having to read or send most of
the files, resulting in extraordinary performance for full backups.

MERGE BACKUPs include duplicate file support. When many files are duplicated on many
workstations, such as the files associated with operating systems, word processors, and other
software packages, you can improve the efficiency of the backups by transmitting those files to the
FDR/UPSTREAM-MVS host from one workstation only once, yet they can be included in the
backup image on the host for each of those workstations, automatically.

FDR/UPSTREAM can store your PC data on the mainframe in compressed format. This conserves
mainframe disk space. Using the Non-keyed Backup or Sequential tape Backup options will allow
you to retain your PC data on MVS tape, also conserving valuable DASD space. Additionally, the

use of 31-bit reentrant assembler language code ensures fast, efficient internal resource utilization.

UPSTREAM interfaces to the most common mainframe security systems including RACF, ACF2,
and TOP SECRET (i.e. any security system which supports the MVS SAF Router interface). This
level of security is unavailable with any pure PC backup system.

With FDR/UPSTREAM your mission critical data is saved on the most safe and secure repository
in your company, your MVS mainframe.
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FDR/UPSTREAM FEATURES 1.2

CONTINUED

When your data is stored in a location common to all users, other users can easily retrieve it (subject
to security constraints). Since FDR/UPSTREAM is so fast and easy to use, many of your data
sharing and distribution requirements are easily solved. FDR/UPSTREAM's fast, secure and
unattended nature makes it ideal for software distribution. Since restores can be automated, PC
users can backup their critical applications nightly, and at the same time retrieve new software and
data updates.

FDR/UPSTREAM can restart a failed backup that was terminated due to communications line
failure, host unavailability, or just about anything else, at the point it failed. FDR/UPSTREAM can
also remember files that were unavailable due to LAN data sharing issues, and retry those files as
well.

Because FDR/UPSTREAM is transparent in normal operation, there is nothing for a workstation
user to maintain on a day-to-day basis. A system administrator can set up an FDR/UPSTREAM
backup system in a matter of minutes. The CUA screens are familiar and simple to use, allowing you
to select the Backup or Restore IDs and files quickly and easily.

FDR/UPSTREAM always remembers where your data is stored. If you archive your data to tape,
FDR/UPSTREAM will remember on which tape it is stored, completely eliminating another User
record keeping headache. FDR/UPSTREAM can automatically restore your files back to a specific
date, intelligently combining restores from full and incremental backups.

FDR/UPSTREAM checks the PC archive bit before sending files from the PC to MVS, allowing you
to send only changed files to the mainframe. FDR/UPSTREAM allows you to reset archive bits which
provides even greater flexibility.

Backup directly to DASD is inherently more efficient, since tape mounting and positioning is avoided.
But tape is a less expensive medium. FDR/UPSTREAM gives you the benefits of both, by allowing
the workstation to do backups directly to DASD, but moving those backups to tape as a background
operation. This "migration” also makes more efficient use of tape by placing many backups on the
same tape volumes.

Disaster/Recovery is an important issue at most installations, and FDR/UPSTREAM has features
which directly address this need. You can create secondary "vault" copies of all your sequential
backups (or any subset you need). These vault copies can be placed in offsite storage. When a
disaster strikes, a simple process makes the vault backup the "primary" backups for restores. Vault
backups can also be used for long-term "offline" storage.

FDR/UPSTREAM logs Backups, Restores, communications failures, failed files, statistics, and
every other significant event on BOTH sides of the operation. This ensures that both the PC User
and the mainframe Administrator can monitor, control, and verify every aspect of Backups and
Restores.

FDR/UPSTREAM also generates a summary log with one line of information for every UPSTREAM
operation performed, to provide instant reporting. The FDR/UPSTREAM history feature keeps
online records of UPSTREAM operations; these records can be queried by a batch reporting
program.

Because FDR/UPSTREAM supports SNA/APPC and TCP/IP communications using workstation
communications products from a variety of vendors, you can use FDR/UPSTREAM in just about any
communications environment. In addition, with the choice of among four different backup types
(Keyed, Non-keyed, Sequential disk, Sequential tape plus MERGE BACKUPS), you can easily tailor
FDR/UPSTREAM to your environment and needs.
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CONTINUED

UPSTREAM can be used for true archiving because your data is stored on your company MVS
mainframe. As free disk space on PCs and LAN servers becomes critically low, you can use FDR/
UPSTREAM to backup up those files which are rarely used and then automatically delete those files
which have been successfully backed up.

For servers using Novell, OS/2 with HPFS or Banyan Vines in HPFS mode, FDR/UPSTREAM can
automatically detect those files on your server which have not been accessed for a given amount of
time and automatically include them in a backup. Combining this process with the deletion process,
you have true Grooming. MERGE BACKUPS can include these files with regular backups.

With FDR/UPSTREAM storing PC data on your MVS mainframe, all the advantages of central
storage including security, data sharing, and disaster recovery are realized while continuing to enjoy
the performance, ease of use, and other benefits of decentralized computing. Using sequential tape
or sequential disk backups, the data retention methodologies used to secure your PC or LAN server
will readily integrate into your current mainframe backup and archiving schemes.

Backups or restores can be initiated by MVS batch jobs or a central PC, allowing you to control your
environment without user intervention.

FDR/UPSTREAM may be used to transfer workstation files to or from the MVS host system. No
additional software or communication connection is required, and the transfer uses all the speed of
UPSTREAM's APPC or TCP/IP communication. Text files may be optionally translated between
ASCII on the workstation and EBCDIC on the host. The transfers may be requested at the
workstation, or initiated automatically using USTBATCH.

File migration is the process of backing up, and then deleting from the workstation, files which no
longer need to be online (perhaps because they have not been used in a considerable period of
time). Files may be migrated as part of normal backups, or may be processed separately. On some
workstation platforms, automatic recall (auto-recall) of migrated files is supported.

The normal FDR/UPSTREAM backups are file-by-file, but the option is now offered to do "raw"
backups. A raw backup is a byte-by-byte backup of a physical harddisk on a server or workstation.
All data blocks on the disk are backed up, regardless of whether they are in use or not.

FDRSOS is a separately priced product from Innovation. It works in conjunction with EMC
Symmetrix DASD subsystems to provide hi-speed MVS backups of data on Open System volumes
in the Symmetrix, without transmitting the data over the network. FDRSOS backups are executed
independent from FDR/UPSTREAM, but FDR/UPSTREAM can record those backups in its
repository data base, so they can be queried and restored. Normal FDRSOS restores are done
separate from FDR/UPSTREAM, but they can also be done over the network just like a raw restore,
in cases such as disaster/recovery where MVS access to the Symmetrix may not be available.

FDR/UPSTREAM now supports “FDRSOS Local Backup Volumes” in the EMC Symmetrix to
dramatically improve backup performance. FDRSOS Local Backup Volumes are Symmetrix Open
System volumes specially formatted for use by FDR/UPSTREAM. When the backup is directed to
such a local backup, it is written to that volume and is not sent over the network, so it runs much
faster. When the backup is complete, FDR/UPSTREAM-MVS reads the local backup file directly
and writes a copy to MVS tape or disk. FDRSOS Local Backups require that you be licensed for
FDR/UPSTREAM/SOS, a version of FDR/UPSTREAM which supports them, as well as FDRSOS,
Innovation's product for backup of Symmetrix Open System volumes (FDRSOS is used to initialize
the volumes).
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WHAT IS FDR/UPSTREAM-MVS

FDR/UPSTREAM-MVS is an application program written entirely in assembler language for speed
and efficiency. It consists of these components:

» the FDR/UPSTREAM-MVS Configurator (USTCONFG)

» the FDR/UPSTREAM-MVS Online process (USTMAIN)

e the FDR/UPSTREAM-MVS "batch initiator" utility (USTBATCH)

* the FDR/UPSTREAM-MVS "Regen" utility (USTREGEN)

e the FDR/UPSTREAM-MVS "Maint" utility (USTMAINT)

» the FDR/UPSTREAM-MVS "Reorg" utility (USTREORG)

» the FDR/UPSTREAM-MVS "Migrate" utility (USTMIGRT)

» the FDR/UPSTREAM-MVS "Vault" utility (USTVAULT)

¢ the FDR/UPSTREAM-MVS Archive process (USTARCH)

* the FDR/UPSTREAM-MVS deferred MERGE utility (USTMERGE)
* the FDR/UPSTREAM-MVS "file definition" utility (USTCAMS)

» the FDR/UPSTREAM-MVS reporting utility (USTRPORT)

» the FDR/UPSTREAM-MVS backup file report utility (USTBKPRT)

» the FDR/UPSTREAM-MVS duplicate file audit utility (USTDUPRT)
¢ the FDR/UPSTREAM-MVS scheduler program (USTSCHED)

* the FDR/UPSTREAM-MVS ISPF application

The FDR/UPSTREAM-MVS Configurator, USTCONFG, maintains a configuration file that is loaded
by the FDR/UPSTREAM-MVS online component to control its functions. It is described in more
detail in Section 3 "Configuration". This configuration specifies:

« global attributes, such as the VTAM APPLID and the TCP/IP port number to be used by
FDR/UPSTREAM, and the level of security checking to be used for verifying workstation
requests.

» Backup attributes to be used by workstations attached to FDR/UPSTREAM, stored under various
"Workstation Profiles".

USTCONFG reads control statements specifying new or changed parameters and profiles and
generates a new configuration file. It can optionally read an existing configuration file and update it,
creating a new file or overwriting the old. Every workstation (PC or server) attached to
FDR/UPSTREAM will be assigned one (or sometimes more than one) Profile name to be used for
its backup and restore operations.

Every workstation needs at least one profile, but may be assigned more than one profile to be used
for different functions (such as backing up different disks or directories). Profile nhames should not
be shared by workstations for backups; multiple workstations may share a profile for restore-only,
in order to "distribute" software or data to multiple locations.

The configuration may contain a profile defined with a prefix instead of a fully-specified profile name.
Any profile name entered at a workstation that begins with the prefix name will automatically use
the attributes of this profile, allowing you to add multiple workstations to the configuration with one
entry.

The profile defines which of the various backup types supported by FDR/UPSTREAM (See Section
1.4) that this workstation will be allowed to use, and other parameters associated with those
backups (such as the data set names and allocation parameters to be used with "sequential”
backups, and data set retention). For "keyed" and "non-keyed" backups, the number of backup
versions to be retained is specified, allowing automatic deletion of obsolete versions. USTCONFG
produces a log file listing all the input source statements you specified, as well as any errors it may
have encountered. It also reports the number of workstations defined and the time and date the
configuration was generated. You may also request that USTCONFG print the entire configuration,
either in a report format or in a format that reproduces the control statements necessary to recreate
the configuration.

The configuration can also be updated from a workstation using a FDR/UPSTREAM dialog, or by
a TSO user via an ISPF dialog, subject to security restrictions.
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CONTINUED

The online started task (USTMAIN) is the major functional component of FDR/UPSTREAM-MVS. It
contains the APPC and TCP/IP interface routines to communicate with the workstations to perform
Backups, Restores, and Inquiries. The subtask modules are reentrant and use 31-bit addressing
and storage whenever possible for the majority of program and work areas.

The primary functions of USTMAIN and it's subtasks include:

. APPC and TCP/IP communications handling

. system console communications

. security authorization

. backups and restores directly to and from MVS tape (sequential tape processing)

. backups and restores directly to and from MVS sequential DASD (sequential disk processing)
. online (keyed) and archive (non-keyed) backup and restore processing

. version and file inquiry processing

. oldest version "rolloff"

. error handling and restart functions
. online utility execution
. event and status logging

The started task accepts commands from the system console (the STOP (P) command and the
MODIFY (F) command) to control it's operation such as displaying the current activity, turning the
diagnostic trace facilities on or off, running various utility functions, and stopping FDR/UPSTREAM-
MVS.

Backups and restores may be initiated via a batch job submitted on the mainframe or from another
workstation in the network. The USTBATCH utility runs as a submitted batch job on the mainframe
to initiate a backup or restore for one or more workstations or servers. This utility job may be set up
and submitted through your existing mainframe operations scheduling system. Details are found in
Section 8.

USTBATCH parameters specify the workstation(s) for which the operation is to be initiated. The
workstation can be identified by VTAM LU name, TCP/IP network address, or FDR/UPSTREAM
registered name (where the workstation defines its own unique name, independant of the network
location). The operation to be performed can be specified on one of 3 ways:

» a FDR/UPSTREAM parameter file may be predefined at the workstation, by FDR/UPSTREAM-
PC, which completely defines the operation; the parameter file name is specified as a
USTBATCH parameter.

» USTBATCH parameters can be specified which modify or override the FDR/UPSTREAM
parameter file on the workstation.

» the operation can be defined entirely via USTBATCH parameters, without using a workstation
parameter file at all.

The USTBATCH interface also allows you to execute a "job" (any arbitrary program, batch file or
script) at the target workstation. This might be used to perform required functions in preparation for
backups, such as closing data bases.

The FDR/UPSTREAM ISPF dialog (See Section 6) includes facilities for generating, saving, and
executing USTBATCH jobstreams using panels similar to those used by FDR/UPSTREAM-PC on
the workstation.

CONTINUED. . . .
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CONTINUED

USTMIGRT is a utility program that will "migrate” recently created sequential disk backups to tape.
It can be invoked only as a subtask of USTMAIN, in response to a console command (See Section
5.7) or an ISPF panel (See Section 6).

If you use USTMIGRT, you can allow workstations to do backups to disk instead of tape; this
improves their efficiency since more such backups can operate simultaneously and have no tape
mount requirements. Periodically you collect those backups with USTMIGRT and move them to
tape, freeing up disk space. This may be especially useful if you want to do daily incremental
backups to disk but do not have enough available disk space to hold the entire set of incrementals
between full backups (note that the COPYINCR option of MERGE backups will also move
incrementals from disk to tape, but not until the FULL MERGE backup is taken). USTMIGRT can
move many backups, for many workstations, to the same tape, reducing the number of tape volumes
compared to direct backups to tape.

You have full control over which profiles will be processed by USTMIGRT, and can also control when
migration will occur for specific profiles. See Section 7.7 for details.

Note: Migration is recommended over keyed (online) backups for most purposes. Itis more
efficient and flexible.

USTVAULT is a utility program which will create secondary copies of sequential disk or sequential
tape backups for selected workstation profiles. These secondary copies are always on tape, which
allows them to be easily sent to offsite storage for disaster recovery. USTVAULT can be invoked
only as a subtask of USTMAIN, in response to a console command (See Section 5.7) or an ISPF
panel (See Section 6).

USTVAULT will scan for sequential backups that have not already been processed for vaulting, and
will create a secondary copy on tape. Workstation profiles which are enabled for vaulting must
specify DASDPREF= or TAPEPREF= dsnames which include a question mark (?) somewhere in
the name. The original sequential backup data set will have a "1" substituted for the question mark,
indicating the primary copy (copy 1). The secondary copies created by USTVAULT will have another
copy number (from 2 to 9) in that position.

The FDR/UPSTREAM control records will normally point to the copy 1 backup data set, so that all
restore requests will use the primary copy. When the secondary copy is created by USTVAULT, it
also creates a copy of the control records updated to point to the secondary copy; these updated
records are placed in a special "control file" which is added to the end of the vault tape. If a disaster
occurs and you need to use the vault copies (e.g., at a disaster recovery site), the USTREGEN utility
(See Section 7.6) is used to quickly update the FDR/UPSTREAM records so that all restores will use
the secondary copy.

You have full control over which profiles will be processed by USTVAULT, and can also control when
vaulting will occur for specific profiles. See Section 7.8 for details.

CONTINUED. . . .
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The FDR/UPSTREAM-MVS archive utility, USTARCH, processes non-keyed (Archive) backups
(see Section 1.4). Run at your discretion, USTARCH scans for non-keyed backup versions
temporarily stored in the online repository. The file data associated with each of those versions is
then written to new archive tape volumes.

USTARCH runs in MERGE or NOMERGE modes (not related to MERGE BACKUPS).

* In MERGE mode, the prior archive tape volumes are read and any archived file versions not
flagged for deletion as a result of "rolloff" processing will be copied to the new archive tape. After
a successful run of the USTARCH utility, the old archive tape volumes may be returned to the
"scratch pool" for reuse. This methodology eliminates the need to keep track of multiple archive
tape volume sets, and lends itself to the use of Generation Data Group (GDG) allocation for the
archive data set. You may wish to define a GDG with a limit of one generation to catalog the new
archive data set and automatically return the old one to the "scratch pool".

* In NOMERGE mode, the prior archive tape volumes are NOT read; each execution of USTARCH
produces a new archive tape containing only the files being moved from the online repository in
this run. You will need to retain all of the archive tapes created until you are sure that no files on
them are still required.

The USTARCH utility should be run periodically, depending on the quantity of non-keyed backup
data you anticipate having to store. How often you run it is entirely up to you. USTARCH can be
executed as a separate job, at a time when the FDR/UPSTREAM online task is not active. It can
also be executed dynamically in NOMERGE mode as a subtask of the online task, in response to a
console command (see Section 5.7) or an ISPF panel (See Section 6). If you do not allow any
Workstation Profile to do non-keyed backups, USTARCH need not be run at all. USTARCH is
described in detail in Section 7.5.

During FULL MERGE BACKUPSs, as described in Section 1.4, part of the backup process normally
reads previous backups of workstation files which have not changed and copies them to the new full
backup. If those previous backups are on tape, a tape drive must be available on which to mount
those backups; another tape drive will be required for the new backup, if on tape. If many FULL
MERGE BACKUPs are being run concurrently, or run along with other jobs requiring tapes, backups
may be delayed waiting for tape drives.

However, if a profile has the MERGE=DEFER option set, the MERGE BACKUP will not read the
previous tape backups at that time, reducing the tape requirement and shortening the time that the
workstation is involved. The USTMERGE utility will identify profiles which have an uncompleted,
deferred MERGE BACKUP and will complete them by copying the required files from those previous
backups to the new backup; this can be done at a time when more tape drives are available.
USTMERGE can be invoked only as a subtask of USTMAIN, in response to a console command
(See Section 5.7) or an ISPF panel (See Section 6).

CONTINUED. . . .
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The "regen” utility, USTREGEN, is used to update the FDR/UPSTREAM online repository control
information with information from a backup file. This might be done if:

« you have created a second copy of a FDR/UPSTREAM backup, by copying a backup file with an
MVS utility, or by using the No-DELETE mode of USTARCH, the repository records will not point
to that copy. If the original copy becomes unusable or unavailable, USTREGEN will make the
second copy the active copy.

* you have created a second copy of a FDR/UPSTREAM backup using USTVAULT. The vault
tape contains a "control file" with copies of repository records pointing to the vault copy.
USTREGEN can read that control file and update the repository with the modified records,
making the vault copy the active copy.

* you have a backup file whose records have been deleted from the online repository (by Profile
Management or USTMAINT), you can insert the control records back into the repository and
make the backup file usable again.

USTREGEN reads any type of FDR/UPSTREAM sequential backup file, including:
e archive tape backup files

¢ sequential tape backup files

e sequential disk backup files

«  vault tape control file

. FDRSOS sequential tape or disk backups

These backup files must be cataloged in the appropriate MVS catalog at the time USTREGEN is
run; if necessary, recatalog them before running REGEN. USTREGEN will read all the control and
descriptive information about the workstation files on the backup, and will update the FDR/
UPSTREAM records to point to those backups.

USTREGEN is also used to read the control file produced by USTVAULT and update the FDR/
UPSTREAM records so that restores will be done from the secondary (vault) copy of the backups.

USTREGEN can be executed as a separate job, at a time when the FDR/UPSTREAM online task
is not active (see Section 7.6). It can also be executed dynamically as a subtask of the online task,
via a console command (see Section 5.7) or an ISPF panel (See Section 6).

USTREORG is a utility program that can be invoked only as a subtask of USTMAIN, in response to
a console command (See Section 5.7) or an ISPF panel (See Section 6). It will dynamically
reorganize the data sets which make up the FDR/UPSTREAM online repository, without having to
shut UPSTREAM down during the reorganization. However, FDR/UPSTREAM-MVS must be idle
(no backups, restored, inquiries, or other utility functions running) when this is done. You can
request that the reorganization of a given data set be done only when the free space in that data set
falls below a specified threshold.

The FDR/UPSTREAM-MVS sequential backup maintenance utility, USTMAINT, is used to remove
entries for sequential tape and sequential disk backups from the online repository control files.
When your DASD and tape management systems delete these backup data sets, USTMAINT utility
will detect that they are no longer cataloged and remove the information regarding these deleted
backups from the FDR/UPSTREAM control files. USTMAINT also deletes history records from the
FDR/UPSTREAM catalog when they exceed the retention specified in your configuration. The
USTMAINT utility is automatically executed during the initialization of USTMAIN, the FDR/
UPSTREAM online program. You may also execute it dynamically at any time while USTMAIN is
active by entering a console command (See Section 5.7) or using an ISPF panel (See Section 6).

CONTINUED . . .
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USTCAMS is a front-end to the IBM utility, IDCAMS. It accepts all normal IDCAMS commands, and
most messages produced will be normal IDCAMS messages. However, any DEFINE for a VSAM
cluster which has "$UST" anywhere in the cluster name will actually be defined as a non-VSAM file
using a proprietary Innovation file structure. USTCAMS must also be used whenever a REPRO is
used to reorganize these proprietary Innovation files (reorganization can also be done by the online
utility USTREORG just described). If standard VSAM clusters are to be defined, deleted, or
reorganized, you may use either USTCAMS or IDCAMS.

The FDR/UPSTREAM ISPF dialog (see Section 6) may be used to define the FDR/UPSTREAM
online repository data sets, and is recommended over direct use of USTCAMS.

FDR/UPSTREAM-MVS can record, in its catalog data set, history records detailing every recent
operation performed by UPSTREAM. Options in the UPSTREAM configuration control how long
these records are kept.

USTRPORT is a batch generalized reporting program which can read these history records and
report on them in a variety of ways. Selection criteria can be specified to create custom reports
which detail various aspects of UPSTREAM operation; for example, you can select only records for
a given workstation (or group of workstations), only those in a certain date/time range, only restores,
and many other combinations. By default the report will include either all statistics about each
operation, or an abbreviated set of statistics plus information on the backup data sets written or
read. The reports can be customized to include only the data you want to see, in a layout you
specify. USTRPORT can also produce several other types of reports, such as reporting on
sequential backups. See Section 7 for details.

Some reports can be generated from the FDR/UPSTREAM ISPF application (see Section 6).

USTDUPRT can be used to scan the backup records in FDR-UPSTREAM looking for workstation
files which may be duplicated on multiple workstations. This supports the Duplicate File Support in
MERGE BACKUPs as explained in section 1.4. See Section 7.11 for details.

USTBKPRT is a batch utility which will display the contents of any FDR/UPSTREAM-MVS
sequential backup data set. You simply point it to a single backup data set, and it will display the
name and statistics of every workstation file that was included in this backup. See Section 7.11 for
details.

USTSCHED is executed as a subtask of the FDR/UPSTREAM-MVS main online task. Based on
schedule definitions which are maintained using the FDR/UPSTREAM ISPF interface, it issues
MVS console commands at the defined times and dates. These commands may be used to control
FDR/UPSTREAM operations or may be used for any other purpose desired. USTSCHED may be
automatically invoked when the FDR/UPSTREAM-MVS main task is initialized, or may be manually
started or stopped at any time via a console command. The schedule definition may be updated
and refreshed at any time. Multiple copies of USTSCHED, each running with a unique schedule
definition may be started.
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FDR/UPSTREAM-MVS maintains a repository for all backups. This repository contains all the
Backup information specified by the User at the Workstation, information about the files (including
file dates, times, locations, attributes and the like), and, in the case of keyed and non-keyed
backups, the file data itself.

All backups are identified in several ways, hierarchically:

Workstation Profile Names: These are User-specified hames which identify groups of backups
and the backup options associated with them. Every workstation (PC or server) for which backups
will be done must have at least one Profile Name. In the case of keyed and non-keyed backups,
each Profile Name has a maximum number of backups retained in the online repository. When this
limit is reached, the oldest one is purged (rolled off) to make room for the newest.

Version Dates: Each backup is additionally identified by a "Version Date". This is the date and time
(on MVS) that the backup was originally created. Combined with the Profile Name, "Version Dates"
allow you to identify a particular backup instance.

File Sets: Each backup can have one or more "File Sets" specified on the workstation. A "File Set"
is a file specification combined with other information. This allows you to backup whole drives, one
directory, partial directories, some files, or one file, and have them grouped together under one
"Version Date" tag. You can also simultaneously specify files to exclude from the backup process.
In general, a given Profile Name should be used with a fixed set of "File Sets", especially for full and
incremental backups.

FDR/UPSTREAM supports several types of backups:

Sequential Tape Backup: A sequential tape backup is written as an MVS sequential data set
directly to mainframe tape volumes. The data set is dynamically allocated at the beginning of the
backup process according to parameters specified in the associated Profile in the FDR/
UPSTREAM-MVS configuration. You may specify a data set name prefix which FDR/UPSTREAM-
MVS will use to construct the full data set name, or optionally specify an MVS GDG base name. In
the case of an MVS GDG, FDR/UPSTREAM-MVS will dynamically allocate the next generation to
contain the backed up data. The profile contains allocation parameters such as the data set name
prefix, the retention/expiration and the tape unitname.

Sequential tape backups usually call for scratch tapes to be mounted, but MERGE BACKUPS may
call for a previously used tape to which backup data will be added. The tape volumes will contain
all the file data for this one backup version and, for MERGE BACKUPS, may contain several
versions (one or more incremental backups plus a full backup). These tape volumes may be under
the control of your mainframe tape management system, and therefore, may be "scratched" at any
time without FDR/UPSTREAM-MVS's knowledge. Therefore, if you intend using sequential tape
backups, you will have to periodically run the USTMAINT utility to erase any information in the FDR/
UPSTREAM-MVS control files for deleted tape data sets (by default, USTMAINT is run
automatically whenever the FDR/UPSTREAM online task is started and can be run on demand via
a console command).

Sequential Disk Backup: A sequential disk backup process writes the backup file data to a
sequential MVS DASD data set. As with sequential tape backups, the data set is dynamically
allocated at the time of the backup according to parameters specified in the FDR/UPSTREAM-MVS
configuration file. The profile contains the data set name prefix and DASD unithame or volume
serial to be used, and for SMS installations, the STORAGECLASS and/or MANAGEMENTCLASS
values to be assigned. The file space allocation is automatically performed by FDR/UPSTREAM
according to an estimate provided by the workstation at the beginning of the backup process.

These sequential disk backups may be managed by a DASD management system such as FDR/
ABR; FDR/UPSTREAM-MVS will automatically recall the backups if they have been archived/
migrated. However, if disk space for sequential disk backups is limited, Innovation

recommends that you use the disk-to-tape migration facilities of USTMIGRT (see Section

7.7) instead of DASD management software like ABR or DFHSM.
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Archive backup: An Archive (non-keyed) backup is initially written to the FDR/UPSTREAM online
repository. However, it is then flagged for archiving by the USTARCH utility. When the USTARCH
utility is run, at your discretion, all Archive backup data is written to mainframe tape volumes for
offline storage. Once the non-keyed backup data is safely on mainframe tape, the file data is erased
from the repository, freeing valuable mainframe DASD space. In the event a restore is required of
this archived file data, the restore is performed directly from the tape volumes. UPSTREAM does
not "stage" the data back to DASD to perform the restore process.

Archive backups may be useful for quick backups of small numbers of files which must be moved
off of disk to recover space. However, MERGE Backups (described on the following pages) may
also include the backups of files which have been deleted from workstation disk.

Keyed backup: A keyed backup is retained in the online repository until it is "rolled off" by a
subsequent backup exceeding the specified number to be retained. Keyed backups may be useful
for the on-demand backup of a small number of volatile files. Keyed backups are also used for the
duplicate file support in MERGE BACKUPSs, as described later in this section.

It is important to note that, for all of the backup types above, all the control information for the
backups is still retained in the online control files, as well as a copy written to the backup files. This
allows version and file inquiries to be performed without having to access the actual file data,
avoiding a potential tape mount. Since FDR/UPSTREAM readily integrates into existing tape and
DASD management systems, you control and manage the backup data. Backups can be recovered
easily by a user or administrator, subject to security constraints, using the FDR/UPSTREAM
workstation screens.

Raw backup: unlike the above backups which are file-by-file, raw backups process a physical disk
volume on the workstation byte-for-byte. The backup will be an exact image of the contents of the
disk, including all allocated and unallocated blocks, all directory information, and system information
such as boot data.

Sequential tape and/or disk backups, especially MERGE BACKUPS as described on the next
page, are recommended over non-keyed (archive) and keyed (online) backups for most
purposes.

CONTINUED. . . .
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Merge backups allow FDR/UPSTREAM PC to send a fraction of the total data on a disk (only slightly
more than an incremental backup) and still end up with a complete full backup. Using a sophisticated
technique, the PC sends a complete directory of the drives to be backed up to the FDR/UPSTREAM
host system which uses prior backups plus changed files to construct the full backup.

Advantages:
« Afull backup is created with the PC only having to send a tiny fraction of the total data.

« Easier to use, understand and manage. The beauty of a merge backup is that all the complexity
is behind the scenes; it is actually as easy or easier to use than non-merge backups.

< If you are using tapes for incremental backups, you use fewer tapes.
Merge backups use only sequential disk or sequential tape backups (or a combination of the two).

A single backup profile name is used for full and incremental backups. It is recommended that this
single profile represent a single, unchanging group of file specs (a single server, a single PC disk,
etc.). The facility is flexible enough for you to be able to add or remove drives, however it is not
recommended that you use a profile for more than one entity.

The technique requires that you perform a first-time baseline full backup of the file specifications that
you wish to maintain. In this backup you do transmit all the files. Once you have this full backup, you
perform incremental merge and full merge backups. Incremental merge backups are backups
where only the changed files are transmitted to the host. The first incremental merge backup after a
full backup begins a new tape or disk file; subsequent incremental merge backups to tape are
appended to previous incremental backups. Subsequent incremental merge backups to disk create
new host files.

Full merge backups are appended to the end of the incremental backup file (if the backup is on tape),
or a new file is created (if the incremental backups are on disk). The PC sends all the changed files
as well as the directory entries for all files which it does not believe have been changed. FDR/
UPSTREAM MVS then examines this list of files, retrieves from old backups (the last full or any of
the prior incrementals) files which haven't changed, and requests from the PC files which it doesn't
have (see the description of "Duplicate File Support” later in this section).

Before FDR/UPSTREAM will use a file from a previous backup, it will verify a match of the complete,
qualified file name, the last modified date and time, and the file size. If any one of these conditions
do not match, the host software will request a transmission of the file from the PC. The result is a

complete full backup without the PC software having to read or send the vast majority of the data,
and deleted files are properly reflected.

If a MERGE backup is interrupted, and another MERGE backup is done, it may call for backup tapes
even earlier than the previous one, in order to copy unmodified files from it. It will do this until an
uninterrupted full backup is encountered, or until the unmatched files total less than 25% of the total
on the disk; any remaining files will be requested from the workstation.

This techniqgue (MERGE backup) is recommended for all new or existing FDR/UPSTREAM
customers. To upgrade to this facility, upgrade your FDR/UPSTREAM PC and MVS software if
required, modify your PC parameter files to use a single backup profile and correctly use the
MERGE option. You will also have to make changes to the FDR/UPSTREAM-MVS configuration, to
define new profiles with the MERGE option (or modify existing profiles). Then perform a FULL
MERGE backup. Subsequently, our recommendation is that you perform daily incremental backups
and weekly full merge backups.

The following scenarios should help you understand the process.

CONTINUED . . .
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Scenario #1: Full and Incremental Backups to Tape
Figure 1-1 shows a diagram of how a tape only system would work. This scenario's advantages are:

. No intermediate disk requirements. Data goes directly to tape without having to be staged
through disk. This saves on host disk space.

»  Good for large volumes of data.

. Only one tape is created per backup cycle (usually weekly). This saves on tape management.

Tape 1 Tape 2

Merged

First-Time Full

or Incr # Incr #
Merged + \ ncrn \\ D> " ncrn \\
Eull ) Incr #2 ) ) Incr #2 )
/ Incr #1 / / Incr #1 /

Figure 1-1

Full and Incremental Backups to Tape

When you run your first-time full backup, a new tape is created which holds all the data on your PC
or server (tape 1 in the figure). The first incremental after a full creates a new tape (tape 2 in the
figure). Subsequent incrementals are appended to the end of the tape file.

After your first-time full backup, subsequent full backups are full merge backups. In a full merge
backup the PC sends up all the files changed since the last incremental as well as a directory listing.
The tape holding the prior full backup is mounted (tape 1) as well as the tape holding the incremental
data (tape 2).

Any files that have not been changed will be copied from tape 1 to tape 2 unless they are in the
incremental on tape 2 already. The files which were in the prior incrementals on tape 2 are recorded
as being part of both the full and incremental backups. The host software then requests any files
which could not be matched.

The result is a new full backup tape which will be used as the source for the next full backup. Note
that if you have specified retention periods for the tapes in the profile you should be aware that the
true expiration date will be calculated from the retention when the first incremental file is placed on
the tape; it may not be updated as additional data is added to that tape file. For example, if you use
RETPD=7, the tape may expire 7 days from the date the first incremental was placed on the tape;
when the full backup is added to the tape 6 days later, it may be ready to expire the next day! You
must set the retention periods in MERGE profiles to accommodate this.

Options may be set in the MERGE profile to modify the above scenario so that a new scratch tape
will be used for every full backup (NEWTAPE=FULL) and/or for every incremental
(NEWTAPE=INCR). This may be useful in installations where tapes must be manually fetched from
a library. However, this means that more tapes must be mounted during the full backup (to read the
incrementals) and that data must be copied from the incremental backups (as well as the previous
full backup) to the new full backup, which will increase the elapsed time of the full backup.

CONTINUED . . .
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Scenario #2: Full Backups on Tape and Incremental Backups on Disk

Figure 1-2 shows a diagram of how a system where full backups are stored on tape and incremental
backups are stored on disk would work. You may want to choose this option if you have sufficient
host disk space and do not wish to mount the backup tapes each day. In addition, recovery is quicker
for incremental data.

First-Time
or Merged

Merged <y Full

Figure 1-2
Full Backups on Tape, Incrementals on Disk

When you run your first-time full backup, a new tape is created which holds all the data on your PC
or server (tape 1 in the figure). The first incremental creates a file on disk (file 1). Subsequent
incrementals create new files on disk.

When you run a full merge backup, the tape holding the prior full backup is mounted (tape 1) as well
as the new tape for output (tape 2). The PC sends up all the files changed since the last incremental
as well as a directory listing.

The host software then copies the PC files which were requested in the PC directory listing from its
most current backup on the incrementals (file 1 and file 2) or the last full (tape 1) to the new full (tape
2). The host software then requests any files which could not be matched.

The result is a new full backup tape which will be used as the source for the next full backup.

An option may be set in the MERGE profile (COPYINCR) which will cause the FULL MERGE
process to copy the incremental backups to the FULL tape, scratching them from disk after the copy
and thus freeing up disk space. The FDR/UPSTREAM control records will be updated to point to
the new location of the data on tape. This may not be necessary if the disk backups have a short
retention and are scratched by DASD management.

If you do not have enough disk space for a weeks worth of incremental backups for all workstations,
another option is to use the USTMIGRT migration utility daily or every few days to move
accumulated disk backups to tape (see Section 1.3 for details). However, this places backups for
multiple workstations onto one tape; during the FULL MERGE backup, it may be necessary to mount
that tape many times to copy backup files onto the full backup tape for each workstation.

Note: This combination (full backups on tape and daily incrementals on disk) works well with FDR/
UPSTREAM vaulting. Vaulting is the creation of secondary copies of sequential backups for storage
in offsite vaults for disaster recovery purposes. USTVAULT, the vault program, is described in detall
in Section 7.8. Placing the incrementals on disk, and running USTVAULT regularly (before
USTMIGRT, if migration is also used) can create the vault copies with minimal tape handling.

CONTINUED . . .
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DEFERRED
MERGE
BACKUPS

Scenario #3: Full and Incremental Backups on Disk

Figure 1-3 shows a diagram of how a disk only system would work. You may want to use this
scenario for small backups or where restore speed is important.

Merged
Full

First-Time

or
Merged e D
a2 M

Figure 1-3
Full and Incremental Backups on Disk

When you run your first-time full backup, a new file is created on the host which holds all the data
on your PC or server (file 1 in the figure). Each incremental afterwards creates a new host file (file 2
and file 3).

When you run a full merge backup, the PC transmits the changed files and they are written to the
new full backup file (file 4). Then the host software takes the directory listing transmitted from the PC
and copies from the incrementals (file 2 and file 3) and the last full (file 1) all of the unchanged files.

The host software then requests any files which could not be matched. The result is a new full
backup file which will be used as the source for the next full backup.

If you wish, the backups on disk may be moved to tape using the USTMIGRT utility (described in
Section 7.7). Also, if you use deferred MERGE BACKUPs, the disk backup can be automatically
moved to tape, as described below.

Although MERGE BACKUPs are the most efficient kind of full backup, there might be limitations on
the use of full backups on tape in some installations:

the FULL MERGE BACKUP will require 2 tape drives: one for the output and one to read the
previous backups. There may not always be sufficient tape drives to satisfy this need, especially
if multiple backups are run at once.

« iftape libraries (silos) are not used, there may not always be an operator to satisfy requests for
specific input tapes.

To circumvent these limitations, there is an option for DEFERRED MERGE BACKUPs. ltis invoked
if the profile under which the backup is done has the option MERGE=DEFER set (see Section 3.5).
With MERGE=DEFER, the FULL MERGE BACKUP will do all of the steps described in the
preceding text, except that it will not actually copy files from the previous full or incremental backups
if they are on tape. Normal processing will occur if the required previous backups are on disk. For
every file that it would have copied from a previous backup, it will record in the FDR/UPSTREAM
repository files that the file has been "deferred".

This means that during the FULL MERGE BACKUP, it will not need to mount any previous tapes. If
the backup parameters at the workstation are set to request backup to sequential tape, it will still
need to mount an output tape, but if NEWTAPE=FULL is set in the profile, this will be a scratch tape.
However, if you prefer, you can set the workstation to do the full backup to sequential disk; in this
case, no tapes will be required at all during the actual backup.

CONTINUED. . . .
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However, if DEFERRED MERGE BACKUPs are used, the backup is not truly complete until the
deferred workstation files have been properly copied. The FDR/UPSTREAM utility program
USTMERGE will complete this processing. Normally you will want to run it as soon as possible after
the DEFERRED MERGE BACKUPs, as soon as tape limitations or operator availability permit.
USTMERGE will identify profiles whose most recent FULL MERGE BACKUP was done with
MERGE=DEFER in effect, for which deferred processing is still required to complete the backup. It
will complete those backups by:

. copying the full backup data set from disk to tape, if the initial FULL MERGE BACKUP was
taken to sequential disk. The profile must be enabled for both sequential disk and sequential
tape backups.

. mounting the required previous full and incremental backup tapes and copying to the new full
backup tape any workstation files which were deferred during the full backup.

USTMERGE has been designed for efficient operation and efficient use of tapes, if used properly.
Normally, one execution of USTMERGE will process the backups for multiple workstation profiles.
By default, it will create one output tape which contains the FULL MERGE BACKUPs of all of those
profiles, in separate files on the tape. When it is executed again for the same profiles, all of the
previous full backups that it has to read are already contained on one tape and it will be able to read
them in order without dismounting or repositioning the input tape.

Since USTMERGE may also need to read incremental backup tapes, the USTMIGRT utility has
been enhanced to provide a similar efficiency. When USTMIGRT is executed to migrate incremental
backups from disk to tape, and the optional USTMIGRT parameter "FORWARD" is specified,
USTMIGRT will read previous incremental backup tapes for the profiles it is processing and "forward
merge" them onto the new output tape, creating one tape which has multiple files, each containing
all the incremental backups (since the last full backup) belonging to one profile. If the operations of
USTMERGE and USTMIGRT are coordinated to process the same sets of workstation profiles
(which is very easy with the GROUPID= operand in the FDR/UPSTREAM configuration), then
USTMERGE will be able to read one set of full backup tapes and one set of incremental backup
tapes with a minimum number of tape mounts. This is illustrated in Scenario #5 below.

It is possible to put off execution of USTMERGE if you prefer. The FDR/UPSTREAM restore
programs have been enhanced so that if files in defer status are found, the required previous full
and/or incremental backups will be read to restore those files. In fact, you could put off USTMERGE
for quite a while; the result would be that a restore might need to read many previous backups,
possibly including several full backups, to find all the files required for the restore. The danger with
this technique is that the older backups may expire, losing the latest backups of some files. For this
reason, Innovation strongly recommends that you run USTMERGE regularly. However, if the
backups of files are lost in this way, those files will be automatically requested from the workstation
during the next FULL MERGE BACKUP.

USTMERGE can be run only under the FDR/UPSTREAM online task, as described in Section 5.7.
More details on USTMERGE are found in Section 7.9, and on USTMIGRT in Section 7.7.

Use of DEFERRED MERGE BACKUPs leads to several more backup scenarios.

CONTINUED . . .
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Scenario #4: DEFERRED MERGE Backups on Disk

Figures 1-4 and 1-5 show a DEFERRED MERGE where the backups are directed to disk. If you
have sufficient disk space to keep the week's worth of incremental backups on disk, this is the most
efficient way to use DEFERRED MERGE.

File 1 File 2 File 3

)+ [rom | =

Figure 1-4
Full and Incremental Backups to Disk

Deferred
Full Merge

Each daily incremental backup is taken to disk (FILE 1 and FILE 2). The weekly full backup is also
taken to disk with the MERGE=DEFER option set in the profile (FILE 3). The MERGE BACKUP
process will backup all updated files from the workstation, and it will request any files for which it
does not have a current backup. Then it will copy any files that were updated during the week from
the appropriate incremental backup into the full backup data set. However, any files that have not
been updated since the last full backup will be "deferred", since that full backup resides on tape. The
full backup data set on disk will not be much larger than the daily incremental data sets, since it only
contains the accumulated workstation files that were updated during the week.

Tape 1 File 1 Tape 2
S
FFLrltleK/IIZl:Se + Deferred D Full Merge
Backup Full Merge Backup
~ N -
Figure 1-5

USTMERGE Completes Full Backup on Tape

When USTMERGE is executed for this workstation profile, it will copy the full backup from disk (FILE
1) to tape (TAPE 2). It will also mount the previous full backup on tape (TAPE 1), and copy any
workstation files that were "deferred" during the actual backup. The new full backup on tape is now
complete, containing a copy of every file that was on the workstation at the time of the backup.

As an option, USTMIGRT could be run at this point to move the incremental backups from disk to
tape to free up disk space. Note that if this was done before the full backup, then USTMERGE would
have to mount those incremental backup tapes in addition to the previous full backup tape.
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Another option would be to do the full DEFERRED MERGE BACKUP directly to tape. The
processing would be the similar, except that USTMERGE (executed with its NEWTAPE option)
would simply add the required deferred files from the previous full backup tape to the end of the new
full backup tape. This will also create a separate tape for each profile, which will require more tape
mounting during USTMERGE execution.

Although Figure 1-5 does not show it, USTMERGE will normally process multiple workstation
profiles in one execution. TAPE 1 and TAPE 2 will actually have multiple files containing backups
for multiple profiles.

Scenario #5: DEFERRED MERGE Backups on Disk with Daily Migration

Figures 1-6 and 1-7 show a DEFERRED MERGE where the backups are directed to disk but the
incrementals are migrated to tape on a daily basis. This might be used if you do not have sufficient
disk space to accumulate a week's worth of backups. These figures illustrate the normal processing
of USTMERGE and USTMIGRT where they process a number of workstation profiles, and create
multiple files on the output tapes, each containing data for one profile. The figures show 3 profiles,
for PC #1, PC #2, and PC #3, but you could include any desired number of profiles in one execution
(controlled by the GROUPID= option in the workstation profile definition), and they could represent
individual workstations or network servers.

Previous Today’s Forward
Incrementals Incrementals Incrementals
(Tape 1) (Disk) (Tape 2)

R
PC #1 PC #1
Incr #1 Incr #1
----- Incr #n+1
Incr #n
—
PC #2
+ PC #2 Incr #1
| Incr #n+1
_PC#3 _PC#3
Incr #1 < Incr #1
Incr #2 Incr #2
..... PC #3
Incr #n Incr #n+1
\—/
Figure 1-6

Incremental Backups Migrated to Tape

Each daily incremental backup is taken to disk (shown as "Today's Incrementals"). USTMIGRT is
run daily to move the incremental backups for a set of profiles to tape and free up the disk space.
The FORWARD option of USTMIGRT is specified, which causes it to read the previous incremental
backups on tape (TAPE 1) and "forward merge" them onto the new output tape (TAPE 2). The result
is that the tape produced daily by USTMIGRT will contain all of the incremental backups taken for
these profiles since the last full backup. Note that you could get a similar result by taking the
incremental backups directly to tape (see Scenario #1) but this would put each profile on a separate
tape, which will require more tape handling during USTMERGE execution.

CONTINUED . . .
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The weekly full backup is also taken to disk with the MERGE=DEFER option set in the profile. The
MERGE BACKUP process will backup all updated files from the workstation, and it will request any
files for which it does not have a current backup. All other files will be "deferred", since the backups
reside on tape.

Previous Full Deferred Full Merge
Merge Backups In(:({l_eamgn;flls Full Merge Backups
(Tape 1) P (Disk) (Tape 3)
S
PC #1 PC #1
Incr #1
S
PC #2 D
Incr #1 + |
Incr #n
PC #3 S
PC #3
Incr #n ~—
Figure 1-7

USTMERGE Completes Full Backup on Tape

When USTMERGE is executed for the same set of workstation profiles, it will copy the full backups
(shown as "Deferred Full Merge") from disk to tape. It will also mount the previous full backup on
tape (TAPE 1), plus the most recent accumulated incremental backup tape (TAPE 2), and copy any
workstation files that were "deferred" during the actual backup. The new full backup on tape (TAPE
3) is now complete, containing a copy of every file that was on the workstation at the time of the
backup. Note that the workstation profiles in that set will always be processed in the same order by
USTMERGE and USTMIGRT, so their backups will always be in the same relative positions on the
tapes. This allows USTMERGE to mount each previous full backup tape and each incremental
backup tape only once and read through them sequentially with a minimum of tape mounts.

You could optionally do the full DEFERRED MERGE BACKUP directly to tape. The processing
would be similar, except that USTMERGE (executed with its NEWTAPE option) would simply add
the required deferred files from the previous full and incremental backup tapes to the end of the new
full backup tape. This will also create a separate tape for each profile, which will require more tape
mounting during USTMERGE execution.

CONTINUED. . . .
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In many cases, software packages such as operating systems (DOS, WINDOWS, 0S/2, etc.), word
processors, and others, must be installed on every workstation that uses them. Even software that
can be installed on file servers may exist on many such servers. Most of the files associated with
this software (executable programs, graphics, screen layouts, etc.) will be identical on each
workstation; only configuration and data files are usually unique. Although FDR/UPSTREAM has
no problem backing them up from each workstation, the additional overhead to backup many copies
of this software when a new version is installed on many workstations may be considerable.

For example, if you installed WINDOWS 95 on 100 PCs, the next full backup of each of those PCs
would have to backup many megabytes of WINDOWS data from each PC, most of which is identical
on each PC. The slower the link between the PC and FDR/UPSTREAM-MVS, the greater will be
the impact of this duplication. This impact could be dramatically reduced if duplicated data can be
transmitted to the host just once .

This is what the FDR/UPSTREAM Automatic Duplicate File Support (ADFS) does. ADFS keeps
special backups of files which may be duplicated; during MERGE BACKUPs it will identify files that
it already has in that list and include them in the backup without transmitting them. The duplicate
backups can be built by ADFS automatically without any effort on your part, or you can take the
backups manually:

. If you enable the DUPLICATE=AUTO option in the FDR/UPSTREAM-MVS configuration (see
Section 3.4), duplicate files can be identified without doing any special backups. For files with
update timestamps more than a certain number of days ago (30 days by default), FDR/
UPSTREAM-MVS will monitor MERGE BACKUPs from various workstations looking for
apparent duplicates (same filename, update timestamp and size). When such a file has been
backed up twice, a copy of that file will be saved under the USTDUPFL profile name, just as if
a keyed backup had been done as described below.

. If you can identify directories on one or more workstations that will include duplicate files (e.g.,
the DOS, WINDOWS, MSWORD directories) , you can do a special keyed backup of those
directories using the special USTDUPFL profile name (see section 3.8). This special backup
can be done from any workstation on which the software is installed and it should be done
promptly after the installation of the new software on the first workstation. FDR-UPSTREAM-
PC will default to "high compression"” for USTDUPFL backups; also, if "duplicate file checking"
is enabled it will only include files with update timestamps in the past (30 days ago by default).

The backups of the duplicate files are stored in the FDR/UPSTREAM-MVS "file-data" cluster (like
any keyed backup). Multiple versions of the same software can be included in the duplicate
backups, since each version of the same file will have unique update timestamps and sizes. If your
workstation supports long file names, only those names 30 characters long or less will be recorded;
longer names will not be recognized as duplicates.

During a full or incremental MERGE BACKUP, FDR/UPSTREAM-PC will automatically transmit to
the host any workstation file which has the archive (update) flag set. Files belonging to newly
installed software usually have the archive flag set but have a much older timestamp. To invoke the
duplicate file support for such files, you must enable an option in the backup specifications (it is on
the MORE panel for BACKUP) for duplicate file checking; it specifies that files with the archive flag
on but which have an update timestamp in the last (over 30 days by default) will not be automatically
transmitted during the initial phase of the backup.

When FDR/UPSTREAM-MVS gets to the final step where it identifies files that must be requested
from the workstation since no current copy exists on the host, the duplicate backup support is
invoked. Before requesting the unmatched files from the workstation, it will check to see if there is a
backup of each such file with a matching name, update timestamp, and file size under the
USTDUPFL profile. The check for matching name does not include the drive/directory information,
so it will match even if it is installed on varying drives and/or directories on the various workstations.

CONTINUED . . .
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If a match is found under USTDUPFL, the matching file is included in the MERGE BACKUP using
the keyed backup that already exists. You have two options for processing the matching file,
controlled by the DUPLICATE= option in the profile under which the MERGE BACKUP is done (See
Section 3.5):

You

DUPLICATE=COPY - the matching files will be copied from the keyed backup into the MERGE
BACKUP output file. In subsequent backups, that copy will be carried forward by normal
MERGE BACKUP processing and the keyed backup will not be used again. This has the
advantage that the backup files will be self-contained, and the backups under USTDUPFL can
be deleted once all workstations that require them have done backups.

DUPLICATE=NOCOPY - the MERGE BACKUP output file will be updated with pointers to the
duplicate files in the keyed backup. During any restore that requires those files, the keyed
backups in the FDR/UPSTREAM-MVS file-data cluster will be read. This has the advantage
that the backups will be faster (since no data movement is required for the duplicate files) and
less tape or disk space is required, but it does require that the keyed backups be retained as
long as any workstation backup may point to them; it also requires that the current file-data
cluster be available during disaster/recovery. If you set DUPLICATE=NOCOPY in the
USTDUPFL profile definition as well, this will prevent inadvertent deletion of duplicate files from
the keyed backups. If the duplicates are deleted but are still pointed to by the backups of some
workstation, FDR/UPSTREAM-MVS will detect this and request the files from the workstation
during the next full MERGE BACKUP.

should note:

Duplicate file support will work only if the duplicate files are installed on the workstation without
changing the update timestamp. The installation procedure used for most software will create
the files with the same timestamp on all workstations. This support can be used for files other
than those associated with software packages, but the duplicate files must have the same
update timestamp on each workstation.

You may want to do the USTDUPFL backup even for existing software products if you plan to
start doing new FDR/UPSTREAM MERGE BACKUPs for existing workstations, so that those
duplicate files do not need to be transmitted from each workstation. However, the "first-time
full* backup function will transmit all files on the workstation and will not invoke the duplicate
file support. FDR/UPSTREAM-MVS has eliminated the need for the "first-time full" backup; you
can do a normal FULL MERGE BACKUP as the first backup causing UPSTREAM to request
the non-updated files (which are most of them) from the workstation, invoking the duplicate file
support.

To avoid cluttering up the online repository with records for potential duplicate files that actually
exist only on one or two workstations, ADFS includes an automatic cleanup function, controlled
by the MAXDUPL= operand in the FDR/UPSTREAM configuration (see Section 3.4), which
specifies a number of days and defaults to 30. If a potential duplicate has been backed up only
once, it creates only a single record in the FDR/UPSTREAM catalog; if a matching file is not
backed up from any other workstation within MAXDUPL days, it is discarded. If a matching file
is backed up from a second workstation, a copy of the file is saved as described above, but if
it is not backed up from a third workstation within MAXDUPL days of the second backup, the
saved copy and all of its records are discarded. Not until it has been backed up from a third
workstation will it be retained indefinitely (until manually deleted).

CONTINUED. . . .
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Unlike all of the preceding backups which process only named files and transmit data file-by-file,
"raw" backups process a physical hard disk on the workstation or server, and do a byte-by-byte
backup of the disk. The backup will contain an image of the physical disk, including every physical
block. It will contain all allocated blocks, unallocated blocks, directory information, and system
information (such as boot data).

A"raw" restore is the reverse, putting all the data blocks from the raw backup back to the target disk
byte-by-byte so that the resulting disk will look exactly like the original. If the original was bootable,
the restored disk will be bootable. The output disk must be the same size as the original input disk;
it may also be larger, but the extra space will probably not be available for use.

If you wish to use raw backups on disks which are part of a volume group (where several physical
disks work in conjunction), you will need to do the backups and restores of that volume group all at
once; otherwise, the restored data may not be usable.

Raw restores are restartable. FDR/UPSTREAM takes a checkpoint of a raw restore every two
minutes. If you restart it, it will resume from the last checkpoint.

FDRSOS is a separately priced product from Innovation. It works with Symmetrix DASD
subsystems from EMC Corporation. These Symmetrix systems are attached to both MVS (via
ESCON or parallel channels) and to Open Systems or servers via SCSI channels. The EMC
volumes involved are used by the Open System or server, but FDRSOS allows channel-speed full-
volume backups and restores of those volumes.

Although FDRSOS backups and restores are executed independent of FDR/UPSTREAM,
USTREGEN can read a FDRSOS backup and enter it into the FDR/UPSTREAM repository data
base. Unlike other FDR/UPSTREAM backups, where USTREGEN must read the entire backup, for
FDRSOS backups it only reads a few blocks from the beginning of the backup. A REGEN of a
FDRSOS backup will create or add to an artificial profile name, which is "F#volser" where "volser" is
the FDRSOS volume serial of the Open System volume; these profiles do not have to be defined in
the FDR/UPSTREAM-MVS configuration. Once REGENed, query against that profile name will
show the FDRSOS backups and the date/time of their creation.

When possible, it is preferable to do regular channel-speed FDRSOS restores outside of FDR/
UPSTREAM. However, if FDRSOS restores are not possible (e.g., a disaster site where the MVS
connection to the EMC Symmetrix is not available), you can also request FDR/UPSTREAM to
restore the FDRSOS backup. Since the FDRSOS backup is essentially a raw backup, it is restored
over the network like a raw backup (see raw restores above). This will take much more time than a
FDRSOS restore, but is invaluable when it is the only choice available.

At a disaster/recovery site (where no Symmetrix system is available, or it is not connected to the
MVS host), you must take these steps to restore the FDRSOS backups:

. Execute USTREGEN against each FDRSOS backup tape. This will record the backups under
the F#volser profile name. If you like, you can do this REGEN on a regular basis so that your
FDR/UPSTREAM repository is always updated and ready to restore FDRSOS backups.
However, you may still need to REGEN FDRSOS backups which were taken after the latest
backup of the repository itself.

. Do queries on the F#volser profile names, and request raw restores of the most recent
FDRSOS backup for each required volume. This restore will work even if you are restoring to
a non-EMC disk, as long as it is the same size or larger than the original disk.

As a convenience, the FDR/UPSTREAM ISPF dialog can generate batch jobs to do regular
FDRSOS backups and restores, outside of FDR/UPSTREAM. The function to do so is on the panel
for FDR/UPSTREAM ISPF option 1 (USTBATCH), although USTBATCH is not involved.
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FILE TRANSFER
PROFILES

WORKSTA-
TION TO MVS
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FDR/UPSTREAM can be used to transfer single files from a workstation or server to MVS, and from
MVS to a workstation or server. File Transfer uses all of the speed of FDR/UPSTREAM backup and
restore. If you already have a workstation configured for FDR/UPSTREAM backups, you can do file
transfers simply by defining appropriate profile names. No additional software or communication
connection is required.

File transfer may be used for text (printable) files, so FDR/UPSTREAM includes ASCII-EBCDIC
translation and automatic record conversion. However, you may also use the file transfer function
for binary files. Only one workstation file can be transferred at a time.

File transfers may be initiated by USTBATCH, as described in Section 8.

Special workstation profiles must be defined and used for file transfers. These profiles must have
the TRANSFER attribute specified in the configuration and must be enabled for sequential disk
backups (for transfer to disk data sets) and/or sequential tape backups (for transfer directly to tape).
The disk or tape data set name in the profile will be used for the MVS data set unless it is overridden
by the workstation user. These file transfer profiles cannot be used for any other purpose.

Since any workstation file may have variable-length records, a file transferred to MVS will be placed
in a MVS disk or tape data set in variable format (RECFM=VB). The LRECL of the output data set
will be the RECORDSIZE specified at the workstation when the transfer is initiated (+4 for the
variable format length fields) and the BLKSIZE will be the value of DASDBLK in the associated file
transfer profile which must be at least RECORDSIZE+8. The size of the individual records depends
on options chosen, as described below.

When the transfer is initiated, the name of the input workstation file, transfer options, and disk or
tape output is indicated. The data set name of the output MVS data set can optionally be specified,;
if omitted, the sequential disk or sequential tape name from the associated profile will be used.

If the output is a sequential data set or a GDG generation it will be allocated as a new data set with
the DCB characteristics shown above and cataloged by FDR/JUPSTREAM. The options in the file
transfer profile for sequential disk or sequential tape backups will be used to allocate the data set
(except for the name, if overridden). If you override the MVS name with a GDG name you must
specify "(+1)" at the end of the name, e.g., "A.B.C(+1)". You can also output to a member of an
existing PDS (partitioned data set) if you specify a member name at the end of the name, e.g.,
"A.B.C(MEMBER1)", but that PDS must have the proper DCB characteristics (RECFM=VB and an
appropriate LRECL and BLKSIZE). The output PDS must be preallocated, FDR/UPSTREAM wiill
never allocate a PDS.

If the file being transferred is a text file, you can request ASCII to EBCDIC translation; this is enabled
by default.

Since text files are usually broken into records delimited by a CR/LF (just LF alone on UNIX
systems), you can request that FDR/UPSTREAM scan for those delimiters and transmit the
individual records (with the delimiters removed); this will result in a MVS file with the same records
as the workstation file. This option is also enabled by default, but if it is not used the transmitted file
is considered to be a continuous set of data bytes and delimiters are not removed. Since MVS
requires that data sets consist of individual records, FDR/UPSTREAM will break the transmitted
data in records of the size specified by RECORDSIZE. For example, if RECORDSIZE is 6000, the
MVS data set will consist of variable length records, all of which are 6000 bytes in length (except
the last).

If you are transmitting a non-text (binary) file, you must turn off the EBCDIC translation option and
probably not use the record delimiter option. However, unless you have detailed knowledge of the
format of the binary file, the transferred file will probably be useful only if you later transfer it back to
a workstation.
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Another option allows you to request that the transfer be recorded by FDR/UPSTREAM under the
transfer profile name used, allowing you to query and report on the transfers that have occurred. If
you do not choose that option (enabled by default), the transfers are not recorded. Transfers to a
PDS member are never recorded. Another option allows the workstation file to be deleted after
successful transmission.

One suggested use for file transfer to MVS is for the transmission of FDR/UPSTREAM logs on
workstations. They can be moved to MVS, deleted from the workstation and analyzed or printed.

When transferring a file from MVS to a workstation, the MVS input data set may have any record
format (fixed, variable, or undefined). It must be a sequential disk or tape data set (including GDG
generations) or a member of a PDS.

When the transfer is initiated, the name of the output workstation file and transfer options are
specified. The data set name of the input MVS data set can optionally be specified and most of the
time it must be given. If omitted, the name of the output MVS data set from the most recent transfer
to MVS under the transfer profile name will be used as input, but this will work only if the option to
record the transfer to MVS was chosen; this might be useful to transfer a file from one workstation
and then transfer it back to one or more additional workstations. If no transfer has been recorded
under the transfer profile name used, the input MVS name must be given.

FDR/UPSTREAM will automatically allocate the specified input data set using the MVS catalog. You
do not need to specify if it is on tape or disk.

If the file being transferred is a text file, you can request EBCDIC to ASCII translation; this is enabled
by default.

Since text files are usually broken into records delimited by a CR/LF (just LF alone on UNIX
systems), you can request that FDR/UPSTREAM transmit the individual records from the MVS data
set with the appropriate delimiters inserted; this will result in a workstation file with the same records
as the MVS file. This option is also enabled by default, but if it is not used the transmitted file is
considered to be a continuous set of data bytes and all bytes in the file will be transmitted without
delimiters. Individual records in the MVS data set will be combined in the workstation file.

If you are transmitting a non-text (binary) file, you must turn off the EBCDIC translation option and
probably not use the record delimiter option.

Because FDR/UPSTREAM file transfer can be used to transfer to or from any sequential MVS data
set, security for file transfer is different from normal FDR/UPSTREAM security. If SECLVL=1 or
more is specified in the FDR/UPSTREAM-MVS configuration, a security userid and password must
be associated with the file transfer request. All access to MVS data sets will be verified under that
userid, so it must have CREATE authority to the MVS names for transfer to MVS, and READ
authority for transfer to the workstation.
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File Migration is the process of moving inactive files off the workstation by backing them up with
FDR/UPSTREAM and then deleting them from the workstation. This is usually done to gain disk
space on the workstation/server and is sometimes called "grooming".

Files to be migrated are selected with special migration file specs in the backup definition. Although
you can designate files to be unconditionally migrated if you know they will not be needed in the near
future, it is more common to use an option to select files which have not been used in a certain

number of days (e.g., 180 days). As part of the spec, you also indicate how long the migrated files
are to be retained by FDR/UPSTREAM; migrated files past their retention period will be discarded.

On some platforms, it is possible to do automatic recall (auto-recall) of migrated files when they are
referenced by a user or program.

You should also read the documentation on file migration is found in the FDR/UPSTREAM-
WORKSTATION/SERVER manual. Note that file migration is different from the backup migration
done by the FDR/UPSTREAM-MVS utility USTMIGRT.

The recommended way of doing file migration is to use separate special profiles for migration.

In the FDR/UPSTREAM Configuration you can indicate that a profile is to be used only for file
migration (see PCMIGRATEONLY=YES in Section 3.5). Any attempt to use these profiles for
normal backups will fail. Obviously, you must define other profiles for normal backups of the
workstations involved. Conversely, any attempt to use a normal profile for migration (other than as
part of MERGE BACKUPSs) will fail.

These profiles are used with a new FDR/UPSTREAM function, invoked by the File Migration option
in the FDR/UPSTREAM dialogs on the workstation, or the PC Migration option in the ISPF
USTBATCH dialogs. The migration invoked by these panels operates similarly to MERGE
BACKUPs, except that only migrated files are involved. Migrations may be done to sequential disk
or directly to tape.

On the migration panel, you can choose from:

*  Full Merge Migration - similar to a full MERGE BACKUP, this creates a backup of all newly
migrated files, plus it copies any unexpired files from previous full migrations and any files that
were migrated with Simple Migration since the last Full Merge Migration. The Simple Migration
backups will be uncataloged (if on disk, they will also be scratched). This is usually directed to
tape.

e Simple Migration - similar to an incremental MERGE BACKUP, this creates a backup of only
the newly migrated files. This is usually directed to disk for faster backup and restore. You
should not allow DASD management systems (such as FDR/ABR or DFHSM/DFSMShsm) to
migrate these backups.

« Migration End Set - identical to a Full Merge Migration, except that it marks the profile so that
the next Full Merge Migration will not copy forward any migrated files from this (or previous) full
migration backups. As the name "end set" implies, this ends a set of migration backups so that
the next migration will create the beginning of a new self-contained set for this profile. See Note
3 below. This is usually directed to tape.
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Usage notes:

1) Migrated files are not deleted from the workstation until all of them are backed up. For Full Merge
Migration, the deletion does not occur until the merge from previous backups is complete. If the
migration fails while the workstation is sending files to MVS and the migration is marked restart-
able, you may restart the migration. However, if the migration fails while it is merging migrated
files from previous backups, the backup will be discarded and must be started over. If the merge
fails because some expected previous backup is not available (e.g., no longer cataloged or not
on the expected disk), you must recover a vaulted copy of the missing backup or manually delete
the unavailable backup from FDR/UPSTREAM's records (see the REMOVEDSN command in
Section 5) before redoing the migration. If it was the previous full migration backup that was miss-
ing, the latter action (REMOVEDSN) will cause the next migration will read the preceding full mi-
gration backup to recover most of the previously migrated files, losing only what was migrated
between the two full migrations.

2) Innovation recommends that you do Simple Migrations on a frequent basis (e.g., daily or weekly)
to disk. This allows for fast restores if the data is needed. Full Merge Migrations should be done
on an infrequent schedule (perhaps monthly). The data set names used for the Simple Migrations
on disk (DASDPREF) and for the Full Merge Migrations on tape (TAPEPREF) should be different.
You may want to make the tape backups a GDG, with a limit of at least 3 or 4 generations so that
backup copies of the migrated files are retained (but see the notes on backup retention below);
the disk backups do not need to be a GDG, but you must insure that they are retained until the
next Full Merge Migration (not deleted by a DASD management system).

3) "Migration End Set" can be used when the amount of unexpired migrated data in the current full
migration backup has become so large that merge processing time or the number of tapes re-
quired has become too large. The Full Merge Migration backup it creates will be the last one in
this "set" of migration backups; subsequent migrations will contain only the files migrated after
this point. But this means that this migration end set must be retained until all of the migrated files
on it reach their individual expirations; see the notes on backup retention below. Migration End
Set will probably not be required unless:

» alarge amount of data has been migrated under this profile with a long retention.
« the maximum file retention used under this profile exceeds 1 year.

» you do manual migration (not based on date of last usage) of a set of files and need to keep
them for an extended period (longer than the usual migration retention).

4) Since these migration backups are the only copies of the migrated data sets, Innovation
strongly recommends that you create backup copies using the USTVAULT utility
(See Section 7.8).

In releases of FDR/UPSTREAM prior to V2.5.4, file migration was done as part of regular backups.
This can still be done, but the separate migration described above is now the recommended way of
doing this. In this mode, migration file specs are included with the backup file specs and the
migrated files are included in the backups. For MERGE BACKUPS, the migrated files are copied
forward to each successive full backup until they reach their expiration date.

CONTINUED . . .
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As mentioned earlier, migrated files are given a retention period as part of the file spec used to select
them. This retention used to calculate an expiration date associated with each migrated file. When
a Full Merge Migration is done, previously migrated files are always copied forward to the new full
backup unless they are past their expiration date, so expired files are automatically discarded. If you
do not use the Migration End Set option, this means that the latest full migration will contain all
unexpired files that have ever been migrated under this profile (we recommend that you retain
several previous full migration backups for safety).

However, if you do use the Migration End Set option (see Note 3 above), the migrated data sets on
the backup created by that option are not copied forward to subsequent migration backups. You
must insure that this end set backup is retained until every migrated file on it has reached its
individual expiration date.

The easiest way to do this is to use the configuration option to include an exclamation mark (!) in the
backup data set prefix in the profile (see TAPEPREF in Section 3.5); "Migration End Set" will replace
that with an "E", while it is replaced with a "F" for Full Merge Migration or "N" for Simple Migration.
This allows you to create one GDG for the normal Full Merge Migrations (keeping 3 or more
generations) and a separate GDG for the Migration End Set backups, allowing them to be kept much
longer. Depending on how often you intend to do a Migration End Set, you must define this GDG
with sufficient generations so that the backups are retained until the migrated files with the highest
retentions reach their expiration dates. For example, if you do Migration End Set once a quarter,
and the highest retention is 365 days (1 year), the end set GDG should have at least 5 generations
(5 quarters).

If you are doing migrations as part of MERGE BACKUPSs, note that if you do a "First Time Full"
backup, this will not copy any previously migrated files from previous full backups, so the previous
full merge backup will need to be retained until all of the migrated files expire. There is no convenient
mechanism for automating this, so you may need to manually change the retention of that previous
full backup in your tape management system. This is one reason why separate migration is now the
recommendation.
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FDR/UPSTREAM supports an option for local backups, which can be invoked on the workstation/
server anytime that a sequential backup is taken.

In addition to creating the normal sequential tape or disk backup on the mainframe host, local
backups create a workstation/server file containing the same data (to avoid overtaxing the
workstation, the local copies can be restricted to files under a certain size and the total local file size
can also be limited). These local backups will be recorded in the FDR/UPSTREAM repository,
along with the locations of the mainframe backups.

When a restore is requested, if the local backup file is still available and accessible, files will be
restored from the local backup file without transmitting them from the mainframe over the network,
thus improving restore performance. If the required local backup is not available, the data is sent
to the workstation over the network, just as if the local backup was never taken.

Use of local backups for backup is controlled by parameters specified in FDR/UPSTREAM on the
workstation/server. For remote initiated backups, they can be specified as USTBATCH
parameters.

Use of local backup during restore is automatic. FDR/UPSTREAM-MVS records the location of the
local backup and passes that information to the workstation/server during the restore. If the local
backup can’t be found at that location, the backup data from MVS is transmitted instead.

FDR/UPSTREAM/SOS introduces the new concept of “FDRSOS Local Backup Volumes” to
dramatically improve FDR/UPSTREAM backup performance by avoiding the need to transmit all of
the data over your LAN or network. FDR/UPSTREAM/SOS is a separately priced version of FDR/
UPSTREAM which provides this support.

FDRSOS is a separately priced product from Innovation Data Processing. It is used by customers
who have EMC Symmetrix disk subsystems with the ESP (Enterprise Storage Platform) option
allowing Open System (FBA) and S/390 (CKD) disk volumes to coexist in the same subsystem;
such a system also has SCSI adaptors for Open System access (which includes Windows, OS/2,
and Netware) and S/390 adapters for ESCON or parallel channel access. FDRSOS uses special
support developed in partnership with EMC to access Open System volumes from MVS. FDRSOS
itself provides high-speed physical backups and restores of these Open System volumes to and
from MVS disk or tape. The FDRSOS User Guide contains details on configuring the Symmetrix
for FDRSOS use.

FDRSOS Local Backup Volumes extend the local backup concept. They can be used whenever
the MVS system running FDR/UPSTREAM/SOS and the workstation/server to be backed up have
access to the same Symmetrix subsystem, via IBM and SCSI channels respectively. When a FDR/
UPSTREAM backup on the workstation/server is run and the output is directed to a FDRSOS Local
Backup Volume, the data is written only to that volume. File data is not sent over your LAN or
network so the backup will run much faster than a normal FDR/UPSTREAM backup; if your LAN or
network is relatively slow, the speed difference may be dramatic.

As the backup is written to the FDRSOS Local Backup Volume, FDR/UPSTREAM/SOS will read
the local backup data directly, using I/O techniques developed for use with FDRSOS. It will copy
the data to MVS tape or disk, as controlled by the FDR/UPSTREAM profile parameters, just like a
normal backup. However, the speed of this copy is limited only by channel, disk, and tape speeds,
so it is usually very fast.
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FDRSOS Local Backup Volumes must be specially formatted. This formatting is done by the
LOCALBACKUP statement of FDRSOS, so you must be licensed for FDRSOS (V5.3 level 05 or
above) as well as FDR/UPSTREAM/SOS. You must also use the LABEL statement of FDRSOS to
assign a MVS-style volume serial to each Open System volume to be used for FDRSOS local
backups. Please consult the FDRSOS User Manual for complete details.

Control records on the FDRSOS Local Backup Volume document all of the FDR/UPSTREAM
profiles which have used the volume for backups, the locations of the backups, and values which
are used to manage those backups. Itis possible to add, modify, and delete profiles using a facility
provided by FDR/UPSTREAM on the workstation/server, but profiles can also be automatically
added upon their first use of the volume (if permitted by an option set by FDRSOS during
initialization). The management values include how many backups to keep for a given profile (older
backups are automatically deleted when a new backup is run for the profile), the maximum size of a
backup and the maximum size of a file to be backed up (if either is exceeded, the data is transmitted
to FDR/UPSTREAM/SOS automatically).

FDRSOS Local Backup Volumes can be used for multiple profiles (up to a limit set by FDRSOS
during initialization). If your EMC configuration and SCSI hardware allow the volume to be accessed
by multiple systems, it is also possible to use a volume for backups from each of those systems
(allocation of space in the FDRSOS Local Backup Volume is controlled by FDR/UPSTREAM-MVS).

Note: unlike FDRSOS backups, which can only backup data stored on Open System volumes within
the EMC Symmetrix disk subsystem, the FDRSOS local backup volumes in the Symmetrix can be
used to backup and restore data from other non-Symmetrix disk volumes attached to the Open
System.

CONTINUED. . . .
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COMMUNICATIONS ARCHITECTURE

FDR/UPSTREAM is a SNA (IBM's Systems Network Architecture) layer 7 APPC (Advanced
Program-to-Program Communications) communications application. This means that FDR/
UPSTREAM uses standard APPC services provided by IBM and other vendors, rather than coding
its own communication protocols.

FDR/UPSTREAM-MVS uses the native VTAM APPC services. FDR/UPSTREAM-PC operates
using the services of APPC implementations from a number of different vendors, so you may have
APPC already available, or available at minimal cost. This allows easy integration of FDR/
UPSTREAM into your current SNA communications environment.

APPC is much faster for bulk data transfer than the older LU (Logical Unit) 2 protocol used by many
other SNA communications applications. LU 2 was originally intended for use by dumb terminals
and does not provide for the transfer of any data other than printable characters. These vendors
must "translate" the non-printable bytes found in most files (including data bases and executables)
into more than one byte. This is inherently inefficient.

Since LU 6.2 was designed for program-to-program communications, it does not have any
extraneous data, such as screen format characters, transferred with the data.

Only LU 6.2 applications can take advantage of APPN (Advanced Peer-to-Peer Networking). This
revolutionary technology allows conversations between applications which are connected in ways
determined dynamically, using the SNA network like a telephone exchange. LU 0 and LU 2 nodes
cannot use this technology. PU 2.1 is required and it is only supported using APPC.

FDR/UPSTREAM also supports TCP/IP as a communication alternative. TCP/IP (Transmission
Control Protocol/Internet Protocol) was developed for data transmission over the Internet, but it has
become increasingly popular even for private networks because it is relatively easy to install and
configure. An ever-widening group of products support TCP/IP on workstations. Although TCP/IP
may not be able to match the efficiency of APPC, its simplicity and the fact that it is already used on
many networks make it a viable alternative to APPC. Both IBM's TCP/IP product and Sterling's
SOLVE:TCPaccess are supported.
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REQUIREMENTS
FDR/UPSTREAM-MVS requires the following software environment:

. IBM MVS/XA or ESA or OS/390 with JES2 or JES3

. IBM Data Facility Product (DFP) V2R4 or above, or IBM DFSMS/MVS V1R1 or above (DFSMS
is included with OS/390)

. IBM TSO/E V2 or above, and IBM ISPF/PDF V3R3 or above (for ISPF dialogs)

. For SNA/APPC support, IBM ACF/VTAM V3R2 or later. Even if all of your workstations will
communicate with FDR/UPSTREAM via TCP/IP, VTAM is still required for USTBATCH.

. For TCP/IP support, either
IBM TCP/IP V2R2 or above or
Sterling SOLVE:SOLVE:TCPaccess V3 or above (formerly known as SOLVE:TCPaccess)
TCP/IP is required only if some or all of your workstations will use TCP/IP instead of SNA/
APPC to communicate with FDR/UPSTREAM.

¢ 0S/390 includes both ACF/VTAM and TCP/IP. As of OS/390 V2R5, they are now combined
into one product called "OS/390 eNetwork Communications Server" which is a standard
component of 0S/390.

FDR/UPSTREAM-MVS may use both VTAM and TCP/IP concurrently. However, only one of the
TCP/IP implementations may be used at a time. If you have multiple TCP/IP stacks active on your
MVS system, such as IBM TCP/IP and Sterling SOLVE:TCPaccess, FDR/UPSTREAM may
communicate with only one of them. If necessary, you may start multiple FDR/UPSTREAM-MVS
main tasks, each communicating with a different TCP/IP, but you must also have a separate set of
repository files for each FDR/UPSTREAM task.

Notes for TCP/IP users:

The IBM TCP/IP support in FDR/UPSTREAM-MVS was originally written to use an API (Application
Program Interface) called IUCV; at the time it was the only available IBM interface which provided
all the functions required by FDR/UPSTREAM-MVS. In TCP/IP V3R2, IBM introduced a new API
called HPNS (High Performance Native Sockets). FDR/UPSTREAM-MVS supports both [IUCV and
HPNS.

Although TCP/IP V3R2 supports both IUCV and HPNS, the IUCV support will be withdrawn in
succeeding releases, leaving HPNS as the only supported IBM interface used by FDR/UPSTREAM-
MVS. In OS/390 V2R5 the IBM TCP/IP product does not support IUCV, so HPNS will be required
if 0S/390 V2R5 or above is installed.

You may see this message in the FDR/UPSTREAM-MVS job log and/or system log:
CSvV0031 REQUESTED MODULE EZBSOHO3 NOT FOUND

This message may be ignored. FDR/UPSTREAM determines if HPNS support is present by looking
for that module.

Also, the " 0S/390 eNetwork Communications Server " uses Open Edition (UNIX services for OS/
390) for the HPNS API; this requires that the security userid associated with the FDR/UPSTREAM
started task have an OE segment (see the IBM "eNetwork" documentation for details).

Sterling SOLVE:TCPaccess has its own native API, which FDR/UPSTREAM-MVS supports. In
addition, SOLVE:TCPaccess V4 supports the IUCV API. FDR/UPSTREAM-MVS supports the [UCV
API as well as the native API.
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The FDR/UPSTREAM-MVS product is distributed on a standard labeled (SL) magnetic tape
volume. The volume serial of the distribution tape will be:

UST31T - for a trial (evaluation) tape

UST31P — for a production (licensed) tape
The appropriate tape volser must be inserted into the installation JCL shown in the following
sections.
These are the files that will be found on the distribution tape, with their file sequence number:

1 - DSN=UPSTREAM.INSTALL —an executable program which is used to load the files on this tape
to disk.

2 — DSN=LOAD - an IEBCOPY-unloaded PDS containing the FDR/UPSTREAM-MVS load
modules.

3 — empty — no longer used.

4 — DSN=ICL — an IEBCOPY-unloaded PDS containing the FDR/UPSTREAM-MVS Installation
Control Library (ICL), a library of JCL and control statement example members, and other useful
information relating to the installation of UPSTREAM.

5—DSN=CLIST — an IEBUPDTE-format file containing CLISTs for the FDR/UPSTREAM-MVS ISPF
application.

6 — DSN=PANELS — an IEBCOPY-unloaded PDS containing ISPF panels for the FDR/UPSTREAM-
MVS ISPF application.

7 — DSN=MESSAGES — an IEBCOPY-unloaded PDS containing ISPF messages for the FDR/
UPSTREAM-MVS ISPF application.

8 — DSN=SKELETON — an IEBCOPY-unloaded PDS containing ISPF skeletons for the FDR/
UPSTREAM-MVS ISPF application.

9 — DSN=TABLES - an IEBCOPY-unloaded PDS containing ISPF tables for the FDR/UPSTREAM-
MVS ISPF application.
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The installation of FDR/UPSTREAM-MVS involves ten steps outlined below. You may wish to use
this page as a checklist while performing the installation.

Step 1 and 9 must be done by all customers installing a new FDR/UPSTREAM-MVS distribution
tape, including trial customers replacing a trial version of FDR/UPSTREAM with a production
version. Step 10 should be done if you wish to access the FDR/UPSTREAM-MVS online
documentation with BOOKMANAGER.

Steps 2 through 8 are required only for new users (usually trial users) of FDR/UPSTREAM-MVS.
However, existing UPSTREAM users should review these steps to see if any changes affect their
existing UPSTREAM system; the UPSTREAM library names in UPSTREAM JCL procedures may
also need to be updated.

Load the FDR/UPSTREAM-MVS libraries to disk using the Tape Install program (see Section 2.3).
For existing users of UPSTREAM, Innovation recommends that the UPSTREAM libraries be loaded
to new data set names. The program (load) library must be made an APF authorized library.

Define the FDR/UPSTREAM-MVS configuration data set and online repository data sets using the
FDR/UPSTREAM ISPF dialog (See Sections 2.4 and 2.5).

If you will be using VTAM APPC, or will be using USTBATCH, copy sample VTAM application
definition into your VTAMLST, modify it as required and activate it(see Section 2.6). You may also
need to add a VTAM mode table or mode table entry for FDR/UPSTREAM use (see Section 2.7)
If you will be using TCP/IP, set TCP/IP options (see Section 2.8)

Copy the FDR/UPSTREAM-MVS startup PROC and tailor it for your installation (see Section 2.9)

Verify that the workstations which will communicate with FDR/UPSTREAM are configured correctly
in VTAM and NCP and/or TCP/IP (see Section 2.10).

Execute the FDR/UPSTREAM Configurator to define FDR/UPSTREAM options and to create the
workstation backup profiles. This may be done by a batch job or using the ISPF dialog (see Section
2.11).

If you have a security system and have specified SECLVL=1, 2, or 3 in the FDR/UPSTREAM
configuration, see Section 4 "Security” for details on implementing UPSTREAM security rules. Trial
users may wish to set SECLVL=0 during initial testing.

Complete the installation of the FDR/UPSTREAM ISPF dialogs (See Section 2.12)

Softcopy versions of this manual in IBM Bookmanager format or Adobe Acrobat PDF format are
provided on CD-ROM or diskette (see Section 2.16).

If you are licensed for the use of FDR/UPSTREAM with HFS files under Unix System Services for
0S/390, consult the separate document on FDR/UPSTREAM for OS/390 Unix for installation
instructions.
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If you are completing a trial of FDR/UPSTREAM and are now replacing the trial version of FDR/
UPSTREAM-MVS with a production version from a new tape, you will need to:

¢ load the new FDR/UPSTREAM libraries from the distribution tape (Section 2.3)

« if the FDR/UPSTREAM repository data sets created for the trial are of adequate size for
production use, no action is required. Otherwise, you will need to define larger data sets; if any
backups created during the trial must be retained for production use, you will need to copy the
contents of the old data sets to the new (as shown in Section 2.5) before deleting the old data
sets.

« if new workstations or servers are to be backed up by FDR/UPSTREAM, update the FDR/
UPSTREAM configuration to add new profiles (Sections 3 and 6.4).

A new version of FDR/UPSTREAM can be tested while an existing version continues to be used for
production. To insure that they don't interfere with each other:

¢ load the new FDR/UPSTREAM libraries from the distribution tape (Section 2.3) being sure to
specify new library names.

e create new configuration and repository data sets for testing (Sections 2.4 and 2.5).

« Ifusing VTAM, create a new VTAM application definition using names different from those used
for production (Section 2.6).

e If using TCP/IP, assign a port number different from that used by production (Section 2.8)

« Define the test configuration (Sections 3 and 6.4), specifying the test VTAM application and TCP/
IP port names. The test profiles should have names different from those used for production and
should create different backup data set names (DASDPREF= and TAPEPREF=).

e copy the FDR/UPSTREAM proc, USTPROC, to your procedure library under a different name
such as USTTEST, updating it to point to the test data sets.

« while testing the new ISPF dialogs, the USTALLOC procedure shown at the beginning of Section
2.4 can be used to invoke them.

When testing of a new version is complete, it can be easily placed in production:

« replace the FDR/UPSTREAM production proc with the test proc in your procedure library,
updating it to point to the production configuration and repository data sets. Alternately, if the
proc distributed with the new release is not changed from the old, simply update the old proc with
the new FDR/UPSTREAM program library name. The old proc and libraries should be saved for
quick fallback.

¢ change the STEPLIB in any USTBATCH jobstreams and other batch UPSTREAM jobs to point
to the new program library.

* The ISPF dialogs can be updated by reinstalling them (Section 2.12) so that the new libraries are
used, or by renaming the new libraries to the old FDR/UPSTREAM ISPF library names (saving
the old libraries under another name for fallback).

* Once the new version has been running successfully for a time, the libraries from the old version
can be deleted.

-2.3.
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2.3 LOADING THE UPSTREAM LIBRARIES FROM THE DISTRIBUTION TAPE

Step 1

Step 2

The FDR/UPSTREAM Tape Install Program, USTLOAD, makes the installation of an FDR/
UPSTREAM-MVS distribution tape very easy. You can execute USTLOAD directly from tape if you
have access to a TSO userid that has the "MOUNT" attribute, or if you are able to issue or request
a command on a system console to have a tape mounted. Otherwise, you must copy the Tape
Install Program to disk using the JCL shown in Step 3.

If you have access to a TSO userid with the MOUNT attribute, logon to that id and proceed to Step
2. If you don't know if your userid has the MOUNT attribute, you probably don't so proceed to Step 2.

Use this step if your TSO userid does not have MOUNT privileges and you are able to issue (or
request to be issued) a command on a MVS system console to have a tape mounted. If your userid
has MOUNT privileges, proceed to Step 2; otherwise proceed to Step 3.

If your TSO userid does not have the MOUNT attribute, you can still access a tape from TSO by
having the operator issue a MOUNT command. You or the operator must mount and ready the tape
on a free tape drive BEFORE issuing the following command on a MVS system console:

MOUNT uuu,VOL=(SL,UST31T) Change "uuu" to the actual tape unit address.
Change UST31T to UST31P if this is a production tape.

Now go to Step 2, but remember that when you are done with the tape, it must be unloaded by the
MVS system command:

UNLOAD uuu
Note: if the tape unit has a 4-digit address, you must precede it with a slash, e.g.,
MOUNT /1234 ,VOL=(SL,UST31T) and UNLOAD /1234

Use this step if your TSO userid has the MOUNT attribute, or if you have completed Step 1.

If you are using ISPF, issue the following TSO commands from ISPF Option 6 (TSO COMMANDS).
You can also exit ISPF and issue them from the TSO "READY" prompt.

Enter this TSO command to allocate the FDR/UPSTREAM distribution tape:

ALLOC DA(UPSTREAM.INSTALL") VOL(UST31T) UNIT(TAPE) SHR Change UST31T to
UST31P if you
are loading from a
production tape.
Change the UNIT
parameter to the
appropriate tape
unit name.

If you get the message "IKJ562211 DATA SET USTLOAD NOT ALLOCATED, VOLUME NOT
AVAILABLE", it may be because your userid does not have the MOUNT attribute; go back to Step
1. If you have already done Step 1, then the problem is that the tape was mounted AFTER the
MOUNT command was issued. Issue an UNLOAD console command and go back to step 1.

Now issue this TSO command to invoke the Tape Install Program:
LOADGO 'UPSTREAM.INSTALL'

The Tape Install program (USTLOAD) will be loaded from the tape and begin execution. Proceed
to Step 4.
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Use this step to submit a batch job to copy the Tape Install Program to a disk file, from which it can
be executed under TSO.

Submit this jobstream:
//1EBGENER EXEC PGM=IEBGENER

//SYSPRINT DD SYSOUT=x

//SYSIN DD DUMMY

//SYSUT?2 DD DISP=(,CATLG),SPACE=(3200,10),

// DSN=user-specified-name. <=== specify a dataset name
// UNIT=SYSALLDA,VOL=SER=vvvVvVvYV === specify a disk volume
//SYSUTA1 DD DISP=0LD,DSN=UPSTREAM. INSTALL,LABEL=EXPDT=98000,
// UNIT=TAPE, <=== change if required

// VOL=SER=UST31T <=== change to UST31P if production tape

After the successful completion of the IEBGENER job, issue this TSO command from ISPF Option
6 (TSO COMMANDS) or the TSO READY prompt:

LOADGO 'user-specified-name' Specify the same data set name given in the JCL, in quotes.

The Tape Install program will be loaded from disk and begin execution. Proceed to Step 4.

The tape install program will prompt you for information on what, where and how to load the FDR/
UPSTREAM tape files, in a series of four user-friendly screens. No action will take place until you
give the final confirmation on the fourth screen. Only then are the output data sets allocated and
cataloged with the names you specified, and the loading of those data sets begins (either in the
foreground or via a batch jobstream).

Note: all data set names and index name references are specified and displayed as fully-qualified
names: a TSO userid will not be prefixed to the names unless you key it in.

WELCOME TO INNOVATION DATA PROCESSING FDR/UPSTREAM-MVS INSTALLATION SCREEN 1

PLEASE REPLY TO THE FOLLOWING PROMPTS. YOU WILL BE ABLE TO REVIEW AND
CHANGE YOUR SPECIFICATIONS PRIOR TO THE ACTUAL LOADING OF THE TAPE.

THE FOLLOWING DATA SETS MAY BE LOADED FROM THE INSTALLATION TAPE:

1 - FDR UPSTREAM INSTALLATION CONTROL LIBRARY
2 - FDR UPSTREAM LOAD MODULE LIBRARY

3 - FDR UPSTREAM ISPF DIALOG CLIST LIBRARY

4 - FDR UPSTREAM ISPF DIALOG PANEL LIBRARY

5 - FDR UPSTREAM ISPF DIALOG MESSAGES LIBRARY
6 - FDR UPSTREAM ISPF DIALOG SKELETON LIBRARY
7 - FDR UPSTREAM ISPF DIALOG TABLE LIBRARY

<PRESS> “ENTER” - SELECT ALL OF THE ABOVE DATA SETS AND CONTINUE
<TYPE> “N,N,..” - SELECT THE SPECIFIED DATA SETS
<TYPE> “END” - EXIT IMMEDIATELY

PLEASE SELECT ONE OF THE OPTIONS LISTED ABOVE
SELECT ===>

This screen allows you to select which of the data sets are to be loaded from the FDR/UPSTREAM
distribution tape. Normally, all data sets should be selected. When you are satisfied with the
selection, press ENTER to continue to Screen 2.

CONTINUED . . .
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------------------------ DATA SET NAME SELECTION SCREEN -------------- SCREEN 2

PLEASE REVIEW THE SELECTED DATA SET NAMES AND MAKE THE DESIRED MODIFICATIONS.

1- INSTALL CONTROL..... FDR.UPSTREAM.ICL31

2 - LOAD LIBRARY........ FDR.UPSTREAM.LOAD31

3 - ISPF CLISTS......... FDR.UPSTREAM.CLIST31

4 - ISPF PANELS......... FDR.UPSTREAM.PANELS31
5 - ISPF MESSAGES....... FDR.UPSTREAM.MSGS31
6 - ISPF SKELETON....... FDR.UPSTREAM.SKELS31
7 - ISPF TABLES......... FDR.UPSTREAM.TABLES31

<PRESS> “ENTER” - USE THE ABOVE SPECIFICATIONS AND CONTINUE

<TYPE> “ALL,INDEX" - ASSIGN NEW INDEX(ES) TO ALL DATA SET NAMES

<TYPE> “N,NEWNAME” - ASSIGN A NEWNAME TO THE DATA SET DESIGNATED BY “N”
<TYPE> “BACK” - GO BACK TO THE DATA SET SELECTION SCREEN 1

<TYPE> “END” - EXIT IMMEDIATELY

PLEASE SELECT ONE OF THE OPTIONS LISTED ABOVE

SELECT ===>

This screen allows you to specify the data set names which will be used for the data sets you have
selected to load from the tape. These may be existing data sets to be updated, or they may be new
data sets which will be allocated and cataloged.

The names shown above are the default names provided with the Tape Install program. You may
change these names in one of 2 ways:

1) to change the current high-level index of all of the data sets to a different index (or indexes), enter
"ALL,newindex(s)". For example,
ALL,UP300 will change the names to UP300.UPSTREAM.ICL30, etc.
ALL,SYS3.UPS30 will change the names to SYS3.UPS30.UPSTREAM.ICL30, etc.

2) to completely change the name of any one data set, enter that data set's number followed by the
replacement name. For example,
2,SYS2.UPSTREAM.LOAD will change the name of the load library.

You can use either or both of these techniques repeatedly until you are satisfied with the names.

If you intend to update an existing library, be sure that library name is correctly specified. However,
we recommend that you always install into newly created libraries to avoid X37 abends due to
insufficient space in existing libraries. For new data sets, the install program will allocate them with
sufficient space.

The FDR/UPSTREAM load library must be defined to MVS as an authorized library. If it is not
already defined as authorized, you (or your MVS system programmer) must do so by:

* For MVS releases prior to ESA V4, update the IEAAPFxx member in PARMLIB. An IPL will be
required to activate the updated authorized library list.

* For ESA V4 and above and OS/390, if your installation has converted to the use of the PROGxx
member in PARMLIB to define authorized libraries, you can update the PROGxx member and
activate the updated list with the MVS console command:

SET PROG=xx
If your installation has specified that the authorized program list is in dynamic format, you can
also temporarily authorize the FDR/UPSTREAM library with the MVS console command:
SETPROG APF,ADD,DSNAME= upstream.load.library NOL=volser

* You may also have another means of temporarily authorizing the FDR/UPSTREAM load library for
testing. Remember that temporary authorization will vanish after the next IPL unless the
appropriate PARMLIB member is updated.

CONTINUED. . . .
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------------------------ VOLUME SERIAL SELECTION SCREEN ------------—- SCREEN 3
THE FOLLOWING NEW DATA SETS WILL BE ALLOCATED AND CATALOGED:

DISP VOLUME DATA SET NAME

1-INSTALL CONTROL. NEW FDR.UPSTREAM.ICL31
2 - LOAD LIBRARY.... NEW FDR.UPSTREAM.LOAD31
3 - ISPF CLISTS..... NEW FDR.UPSTREAM.CLIST31

4 - ISPF PANELS..... NEW FDR.UPSTREAM.PANELS31
5 - ISPF MESSAGES... NEW FDR.UPSTREAM.MSGS31
6 - ISPF SKELETON... NEW FDR.UPSTREAM.SKELS31
7 - ISPF TABLES..... NEW FDR.UPSTREAM.TABLES31

<PRESS> “ENTER” - USE THE ABOVE SPECIFICATIONS AND CONTINUE
<TYPE> “ALL,VOLUME" - ASSIGN A VOLUME TO ALL NEWLY ALLOCATED DATA SETS
<TYPE> “N,VOLUME” - ASSIGN A VOLUME TO THE DATA SET DESIGNATED BY “N”

<TYPE> “SMS” - DISPLAY SMS SPECIFICATIONS
<TYPE> “BACK” - GO BACK TO THE DATA SET NAME SELECTION SCREEN 2
<TYPE> “END” - EXIT IMMEDIATELY

PLEASE SELECT ONE OF THE OPTIONS LISTED ABOVE
SELECT ===>

On this screen, the DISP column shows whether the install program found that the indicated data
set already exists (OLD) or does not exist (NEW). For NEW data sets, you can specify volume and/
or SMS information to be used for the allocation of the data sets. For OLD data sets, the VOLUME
column shows the volume serial of the existing data set.

Similar to Screen 2, you can specify the target disk volume serial for all or any one of the data sets

to be allocated. For example,
ALL,SYSLB2 will change the target volume serial for all the data sets.
1,SYSPO01 will change the target volume serial for the ICL library.

You can use either or both of these techniques repeatedly until you are satisfied with the names.
The volume serial can be omitted if the data set will be SMS-managed or if your system will allocate
such data sets on non-specific storage volumes.

If SMS is active on your system, you may enter "SMS" which will take you to variations of Screen 3
which will allow you to specify the SMS storage class, management class, and/or data class to be
assigned to each data set. However, this is not necessary if your installation's SMS ACS routines
will assign proper classes to these data sets.

CONTINUED.. . .
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———————————————————— INSTALLATION PROCESSING OPTION SCREEN ----------- SCREEN 4
PLEASE VERIFY THE FOLLOWING SPECIFICATIONS AND SELECT THE PROCESSING OPTION:

DISP VOLUME DATA SET NAME

- INSTALL CONTROL. NEW FDR.UPSTREAM.ICL31

- LOAD LIBRARY.... NEW FDR.UPSTREAM.LOAD31

- ISPF CLISTS..... NEW FDR.UPSTREAM.CLIST31

- ISPF PANELS..... NEW FDR.UPSTREAM.PANELS31
- ISPF MESSAGES... NEW FDR.UPSTREAM.MSGS31
- ISPF SKELETON... NEW FDR.UPSTREAM.SKELS31
- ISPF TABLES..... NEW FDR.UPSTREAM.TABLES31

~NOoO UM WNPE

<TYPE> “FG” - START LOADING THE ABOVE DATA SETS IMMEDIATELY
<TYPE> “BG” - CREATE THE JCL TO LOAD THE ABOVE DATA SETS
<TYPE> "“BACK” - GO BACK TO THE DATA SET SELECTION SCREEN 1
<TYPE> “END” - EXIT IMMEDIATELY

PLEASE SELECT ONE OF THE OPTIONS LISTED ABOVE
SELECT ===>

On this screen, you can review all of the decisions you have made before starting the actual loading
of the libraries from the distribution tape. Entering "BACK" on this screen (or any of the others) will
allow you to go back and change options before installation.

If FG (foreground) installation is chosen, all the data sets indicated as NEW will be allocated, then
IEBCOPY or other utilities are invoked under TSO to load each of the selected libraries from tape.
This option appears only if you loaded the Tape Install program directly from tape (Step 2). FG is
recommended since the tape is already mounted.

If BG (background) installation is chosen, the NEW data sets will be allocated under TSO (same as
FG) but then batch JCL will be created to actually load the libraries from the tape. This JCL will be
stored as member USTLOAD in the ICL (Installation Control Library) you specified, or, if you did not
select the ICL, in a data set named "userid. UPSTREAM.JCL". You must review this jobstream,
make any changes necessary for your installation, and submit it for execution.

-2-8-
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INVOKING THE FDR/UPSTREAM ISPF DIALOG
Once the FDR/UPSTREAM libraries (including the ISPF dialog libraries) have been loaded, you
must invoke the dialog to complete the installation of FDR/UPSTREAM.

From ISPF Option 6 (TSO COMMANDS), issue this command:
EXEC 'upstream.clist.library(USTALLOC)'
This will display the FDR/UPSTREAM main menu.

Note: during the interactive install in the previous section, several members in the CLIST library are
customized with the names of the FDR/UPSTREAM libraries you have chosen. If you later rename
those libraries, you will need to change the name of those libraries wherever they appear in the
CLIST library.

FDR/UPSTREAM

COMMAND ===>

USTBATCH - Host Initiated Services
STATUS - Current Status Information
DEFINE - Define Control Files
CONFIGURE - Main Options

PROFILE - Workstation Profile Names
OPER - Operator Commands
REPORT - Report

REGISTRY - Name Registry
DUPAUDIT - Duplicate File Audit

10 SCHEDULE - Command Scheduler
11 MANAGEMENT - Backup Management

© 00N UL WN B

Options 3, 4, and 5 are used to continue the installation. Option 3, used to define the FDR/
UPSTREAM data sets, is described in Section 2.5 immediately following. Options 4 and 5, used to
define and maintain the FDR/UPSTREAM configuration, are described in Section 6.

-29-
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2.5 DEFINE THE FDR/UPSTREAM DATA SETS
Selecting option 3 on the FDR/UPSTREAM main menu takes you to a menu where
you can define any or all of the data sets required by FDR/UPSTREAM-MVS. If
you are upgrading from an earlier version of FDR/UPSTREAM and plan to use the
existing data sets, you can skip this step.

OPTION 3 -

--------------------------- FDR/UPSTREAM - Define
DEFINE MENU COMMAND ———>

Please select the desired file(s) to define, one at a time, then
press the END key (PF3) to generate the define statements.

1 CONFIG - Define the Configuration file
2 CATALOG - Define the Catalog cluster
3 FILEINFO - Define the File-Information cluster
4 FILEDATA - Define the File-Data cluster

Select the data sets that you wish to define by selecting the proper numbers (1 to 4), one at a time.
Each will take you to another panel where you can specify the parameters to be used for allocating
that data set. Only those data sets that you select will be defined. Once you have selected all the
desired data sets, press END (PF3) and a batch jobstream will be generated to create those data
sets. You may modify the jobstream before submitting it.

THE The configuration data set is a sequential or partitioned data set where the FDR/UPSTREAM
CONFIGURA- configuration (or multiple configurations) is stored. The data set must have
TION DATA RECFM=FB,LRECL=120 and a blocksize which is a multiple of 120. If you select option 1 on the
SET DEFINE menu, you will get a panel where you can define the parameters for the allocation of the
configuration data set. You may allocate it manually if you like (see Section 3).

OPTION 3.1 -
CONFIGURA- |———— FDR/UPSTREAM - Define the Configuration file -----------------
Command ===>
TION FILE
Please enter the necessary information to allocate a new Configuration file
Data Set Name  ===>'UPSTREAM.CONFIG.FILE'
Management Class ===> (blank for default)
Storage Class  ===> (blank for default)
Data Class ===> (blank for default)
Volume Serial  ===> (blank for default)
Space Units ===> TRACK (TRACK, CYLINDER)

Primary Quantity ===> 10
Secondary Quantity ===> 1
Directory Blocks ===>10 (0 for sequential)

If the configuration data set is to be SMS-managed, you can specify the SMS classes to be
assigned; these may be omitted if your installation's ACS routines will assign appropriate classes,
or if the data set is NOT to be SMS-managed. Press ENTER when you are satisfied with the values
displayed.

-2-10 -
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FDR/UPSTREAM-MVS uses three MVS data sets, collectively referred to as the "online repository",
to store Backup data and control information. Two of these (CATALOG and FILE-INFORMATION)
are defined like VSAM KSDS clusters but are internally a proprietary Innovation data structure (note
that they can be defined as true VSAM KSDS clusters, but for performance reasons Innovation does
not recommend it). The third (FILE-DATA) is a true VSAM KSDS cluster.

The proprietary Innovation format data sets can optionally be in an enhanced format (selected by
ENHANCED - YES on the definition panels). The enhanced format is recommended since it allows
for dynamic expansion of overflow areas and decreases dependence on pre-calculation of overflow
sizes. Installations which defined their repository files with releases prior to FDR/UPSTREAM-MVS
V2.5.3 may want to define new files in enhanced format and copy them.

These data sets may be SMS-managed. If they are true VSAM KSDS files, you can choose to make
them extended format (EF) files which support hardware compression. However, if you use the
proprietary Innovation format, the data class must not specify extended format or compression.

More information about the use, allocation and maintenance of the repository files is in Section 9.2.
This data set retains information about the backups recorded by FDR/UPSTREAM. There will be a
small set of records for each Backup version ("VERSIONDATE") recorded for each Workstation.
The catalog also optionally contains history records detailing FDR/UPSTREAM operations; these

history records are retained for a number of days specified in the FDR/UPSTREAM configuration.
The catalog is a relatively small data set.

Selecting option 2 on the FDR/UPSTREAM DEFINE menu will display a panel where you can
specify parameters which allow FDR/UPSTREAM to calculate the size of the data set:

CONTINUED . . .
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---------------- FDR/UPSTREAM - Define the Catalog cluster --------------------
Command ===>

Please enter the necessary information to allocate a new Catalog cluster

Data Set Name  ===>'UPSTREAM.CATALOG.$UST.CLUSTER'
(include the index level $UST in the dsname for best performance)
Management Class ===> (blank for default)

Storage Class  ===> (blank for default)

Data Class ===> (blank for default)

Volume Serial ===> (required unless defaulted)
Enhanced Format ===>YES (yes|no)

Storage Estimates:
Number of backups to keep track of.... ===> 17500
or
Number of cylinders to allocate....... ===>50

To copy the contents of an existing Catalog cluster into the new file, specify:
Repro from dsname ===>

If the data set is to be SMS-managed, you can specify the SMS classes to be assigned; these may
be omitted if your installation's ACS routines will assign appropriate classes, or if the data setis NOT
to be SMS-managed.

You can ask FDR/UPSTREAM to estimate the required size of the data set by entering the number
of backups ("versiondates") for all workstations that will be recorded by FDR/UPSTREAM at any one
time, or you may specify a data set size in cylinders; if you fill in one value and press ENTER, FDR/
UPSTREAM will display its calculated value for the other. Press ENTER when you are satisfied with
the values displayed.

For example, if you plan to backup 10 servers, and each server will retain (on average):

10 weekly full MERGE backups

5 incremental MERGE backups between each full backup (6 backups total each week)
then

backups/server = (6 backups/week) * (10 weeks) = 60

total backups = 60 backups/server * 10 servers = 600

FDR/UPSTREAM's calculations already include a generous factor for expansion and for history
records, but since the catalog file is small, we suggest that you add your own factor to ensure
sufficient space (e.g., specify 2000 instead of 600 in the example above).

If you are redefining the catalog cluster to make it larger or to copy to enhanced format, specify the
name of the existing cluster at the bottom, and a REPRO step will be generated to copy the existing
data. If this is omitted, the cluster will be initialized with a dummy record; in this case a subsequent
REPRO will cause INSERTSs which is considerably less efficient.

CONTINUED. . . .
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This data set will contain one record for every file saved by FDR/UPSTREAM. It contains information
such as the Workstation file/path name, file/path attributes, and the physical location of the data on
the repository, Archive volume, or sequential backup. This data set may be quite large if you keep
a large number of backups or backup a large number of files.

Selecting option 3 on the FDR/UPSTREAM DEFINE menu will display a panel where you can
specify parameters which allow FDR/UPSTREAM to calculate the size of the data set:

---------------- FDR/UPSTREAM - Define the File-Information cluster -----------
Command ===>

Please enter the necessary information to allocate a new File-Info cluster

Data Set Name  ===>'UPSTREAM.FILEINFO.$UST.CLUSTER'
(include the index level $UST in the dsname for best performance)

Management Class ===> (blank for default)
Storage Class  ===> (blank for default)

Data Class ===> (blank for default)

Volume Serial ===> (required unless defaulted)
Enhanced Format ===>YES (yes|no)

Storage Estimates
Number of File Servers..................... ===>5
Average number of files per server......... ===> 30000
Number of incrementals between full backups ===> 10
Number of full backup cycles kept.......... ===>7
or
Number of cylinders to allocate............ ===> 424

To copy the contents of an existing File-info cluster to the new file, specify:
Repro from dsname ===>

If the data set is to be SMS-managed, you can specify the SMS classes to be assigned; these may
be omitted if your installation's ACS routines will assign appropriate classes, or if the data setis NOT
to be SMS-managed.

You can ask FDR/UPSTREAM to estimate the required size of the data set by entering the number
of different file servers (workstations) for which backups will be done, the average number of files on
each workstation, the number of incremental backup and full backups per workstation, or you may
specify a data set size in cylinders; if you change one or more or the first 4 values, FDR/UPSTREAM
will display its calculated value for the size in cylinders. Press ENTER when you are satisfied with
the values displayed.

Note: you can make the File-Information data set small when you are testing FDR/UPSTREAM, but
Innovation suggests that you reallocate it with a generous amount of space for production.

If you are redefining the File-Information cluster to make it larger or to copy to enhanced format,
specify the name of the existing cluster at the bottom, and a REPRO step will be generated to copy
the existing data. If this is omitted, the cluster will be initialized with a dummy record; in this case a
subsequent REPRO will cause INSERTSs which is considerably less efficient.

CONTINUED . . .
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This VSAM KSDS will contain the data sent from the workstations only for keyed (online) or non-
keyed (archive) backups are performed. The data is stored exactly as it was received, i.e. if the
Backup was performed with compression, the data will be stored in the FILE-DATA CLUSTER in the
compressed format. The data for a Backup with the non-keyed (Archive) attribute is temporarily
stored in the FILE-DATA CLUSTER until the FDR/UPSTREAM Archive utility is run. In the case of
sequential tape and sequential disk backups, no data will be written to the FILE-DATA CLUSTER.

The FILE-DATA CLUSTER will not be used if you only intend performing sequential tape and
sequential disk backups and restores, including MERGE BACKUPS. If you do not plan to do any
keyed or non-keyed backups, you may define this cluster as a small file.

If you plan to use the duplicate file support of MERGE BACKUPs (as described in Section 1.4 and
3.8), the backups of the duplicate files will be keyed backups, and you must estimate the number
and size of the files that will be included in the special backup of the duplicate files when estimating
the size of this cluster.

Selecting option 4 on the FDR/UPSTREAM DEFINE menu will display a panel where you can
specify parameters which allow FDR/UPSTREAM to calculate the size of the data set:

---------------- FDR/UPSTREAM - Define the File-Data cluster ------------------
Command ===>

Please enter the necessary information to allocate a new File-Data cluster

Data Set Name  ===>'UPSTREAM.FILEDATA.$UST.CLUSTER'
(include the index level $UST in the dsname for best performance)

Management Class ===> (blank for default)
Storage Class  ===> (blank for default)
Data Class ===> (blank for default)

Volume Serial ===> (required unless defaulted)
Enhanced Format ===> YES (yes no)

Storage Estimates

Number of Keyed/Archive files......... ===> 5000

Average number of bytes per file...... ===> 50000

or

Number of cylinders to allocate....... ===> 416

To copy the contents of an existing File-Data cluster to the new file, specify:

Repro from dsname ===>

If the data set is to be SMS-managed, you can specify the SMS classes to be assigned; these may
be omitted if your installation's ACS routines will assign appropriate classes, or if the data setis NOT
to be SMS-managed.

You can ask FDR/UPSTREAM to estimate the required size of the data set by entering the number
of keyed and non-keyed backups that you expect will be stored here, or you may specify a data set
size in cylinders; if you change either or the first 2 values, FDR/UPSTREAM will display its calculated
value for the size in cylinders. Press ENTER when you are satisfied with the values displayed.

If you are redefining the File-Data cluster to make it larger, specify the name of the existing cluster
at the bottom, and a REPRO step will be generated to copy the existing data. If this is omitted, the
cluster will be initialized with a dummy record; in this case a subsequent REPRO will cause
INSERTS which is considerably less efficient.

CONTINUED . . .
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Once you have selected one or more of the data sets to define from the FDR/UPSTREAM DEFINE
menu, that menu will display the text "* JCL GENERATED" next to each one you selected. On that
menu, press END (PF3) to process that JCL. You will see:

-------------------------- FDR/UPSTREAM - Define
COMMAND ===>

Please select one of the following options or press the END key to cancel
1 - Browse the generated JCL stream
2 - Edit the generated JCL stream
3 - Submit the generated JCL stream

Upstream Program Library for STEPLIB DD (blank if LINKLIST) :
Steplib ===>'FDR.UPSTREAM.LOAD24'

JCL Job statements:

(/luseridA JOB (ACCOUNT),'NAME',NOTIFY=userid )
(1 )

(1 )

(1 )

Update the JOB statement JCL, if required. You can then browse the generated JCL, edit it, or
submit it for execution. The data sets will not be defined until you execute the jobstream.

You will find that PGM=USTCAMS is used in the generated jobstream for definition of the repository
data sets. USTCAMS is a front-end to the IBM IDCAMS utility and accepts all of the control
statements of IDCAMS. However, USTCAMS allows the Online Repository data sets to be defined
as either VSAM KSDS clusters, or as data sets which use a Innovation proprietary format which can
provide improved performance. If any of the cluster names in the 3 DEFINE statements have an
index level of $UST (for example, UPSTREAM.CATALOG.$UST.CLUSTER), it will be defined with
the proprietary format, otherwise they will be defined as normal VSAM. In any case, the data sets
are used like normal VSAM once they are defined. For best performance, Innovation recommends
that the catalog data set and the file-information data set be defined with $UST and that the file-data
data set be defined as a VSAM KSDS,; this is the defaults presented by the ISPF panels just
described. If you have defined any of the FDR/UPSTREAM data sets in the proprietary format, you
MUST use USTCAMS instead of IDCAMS for all operations on those data sets, including REPROs
and LISTCATSs.

If you prefer to define the FDR/UPSTREAM repository files yourself instead of using the ISPF
dialogs, you will find an example of the USTCAMS jobstream to do so in member USTDEFIN in the
FDR/UPSTREAM ICL (Installation Control Library). However, we strongly recommend use of the
dialogs.

CONTINUED . . .
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If you plan to use strictly TCP/IP for communications between FDR/UPSTREAM-MVS (no SNA/
APPC) and its client workstations, and do not plan to use mainframe-initiated FDR/UPSTREAM
operations via USTBATCH, you can skip this step.

Tailor the ICL member "USTAPPL" and copy it into your SYS1.VTAMLST data set to define to
VTAM the application IDs that will be used by FDR/UPSTREAM. The member name in VTAMLST
may be USTAPPL or any name of your choice. You can activate it with the console command "V
NET,ACT,ID=membername". You will probably want to add the member name to the "ATCCONXxx"
member of VTAMLST in order that the FDR/UPSTREAM application names are automatically
activated when VTAM is started.

The first application, UPSTREAM, is used by the FDR/UPSTREAM-MVS online task. If you change
the application name, you must also change the name in your FDR/UPSTREAM configuration (the
APPLID= parameter described in Section 3.4).

The other applications, UPSTRnnn, are used by the FDR/UPSTREAM batch initiation utility,
USTBATCH. You may want to increase or decrease the number of these APPL definitions
depending on how many USTBATCH jobs may be running concurrently. If you change the prefix,
UPSTR, you will also have to specify the prefix on the APPLPREF= statement input to USTBATCH.

On the APPL statements, DLOGMOD-= defines the default log mode table entry name that will be
used when FDR/UPSTREAM establishes a session to a workstation, or when USTBATCH
establishes a session to FDR/UPSTREAM. #INTER is a mode table entry provided by IBM in ACF/
VTAM V3.4 and above; it is in the default mode table ISTINCLM and can be used successfully with
FDR/UPSTREAM,; actually, FDR/UPSTREAM will override the parameters in #INTER with those
shown in the sample USTMODE table in the next section, allowing 4K RU sizes and pacing values
of 24,

FDR/UPSTREAM does not require that you install the USTMODE mode table entry described in the
next section unless you need to override the parameters shown; if you do install it, you will need to
update the DLOGMOD= parameters in the USTAPPL member and add the MODETAB= parameter
to specify the name of the mode table that contains it (unless you added it to ISTINCLM).
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USTAPPL VBUILD TYPE=APPL

* ONLINE UPSTREAM MAIN APPL DEFINITION

UPSTREAM APPL APPC=YES,
AUTH=VPACE,
AUTOSES=1,
DLOGMOD=#INTER,
DDRAINL=ALLOW,
PARSESS=YES,
SECACPT=NONE,
VPACING=24

* APPL #1 FOR MAINFRAME INITIATION

UPSTRO01 APPL APPC=YES,
AUTH=VPACE,
AUTOSES=1,
DLOGMOD=#INTER,
DDRAINL=ALLOW,
EAS=1,
PARSESS=YES,
SECACPT=NONE,
VPACING=8

x APPL #2 FOR MAINFRAME INITIATION

UPSTR002 APPL APPC=YES,
AUTH=VPACE,
AUTOSES=1,
DLOGMOD=#INTER,
DDRAINL=ALLOW,
EAS=1,
PARSESS=YES,
SECACPT=NONE,
VPACING=38

* APPL #3 FOR MAINFRAME INITIATION

UPSTR003 APPL APPC=YES,
AUTH=VPACE,
AUTOSES=1,
DLOGMOD=#INTER,
DDRAINL=ALLOW,
EAS=1,
PARSESS=YES,
SECACPT=NONE,
VPACING=8

XX X X X X X X XX X X X X X X XX X X X X X

XX X X X X X X
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USTMODE

If you plan to use strictly TCP/IP for communications between FDR/UPSTREAM-MVS and its client
workstations (no SNA/APPC), and do not plan to use mainframe-initiated FDR/UPSTREAM
operations via USTBATCH, you can skip this step.

This step is optional and usually unnecessary. As described in the previous section, the IBM-
provided mode table entry #INTER can be successfully used by FDR/UPSTREAM; UPSTREAM will
override the parameters in #INTER with default values that match the parameters shown in the
sample USTMODE mode table entry below. There is no need to install and use USTMODE unless
you desire or are directed by Innovation to override some of those values. If so, you will need to
install the USTMODE mode table described below, with the desired modifications.

Tailor, assemble, and link-edit the "USTMODE" ICL member into your installation's SYS1.VTAMLIB
data set. (Depending on your installation's preferences, this may instead be link-edited into your
system's LINKLIB data set.) If you are unable to do this yourself, you may need to consult your
VTAM System Programmer for assistance.

If Logical Units (LUs) running FDR/UPSTREAM will also be used for other applications (such as LU-
2 3270-type sessions), you may copy the "USTMODE" entry into the existing VTAM mode tables
used by those LUs, and reassemble, linkedit, and reload those tables; the USTMODE entry will be
selected when the LU is used for FDR/UPSTREAM. You may also choose to add USTMODE to the
IBM default mode table, ISTINCLM, where it will be available to all LUs and applications.

In the current releases of ACF/VTAM, this table may be activated and associated with workstation
LUs using the "F NET, TABLE" command without requiring a restart of VTAM. Consult your VTAM
documentation for the command syntax required. However, changes made by command are
effective only until VTAM is shut down; you will still need to change the FDR/UPSTREAM
application definitions and possibly the workstation definitions to use USTMODE.

MODEUST MODETAB
*
USTMODE MODEENT LOGMODE=USTMODE,
TYPE=X'00",
FMPROF=X"'13",
TSPROF=X'07",
PRIPROT=X"'B0O",
SECPROT=X"'BO0",
COMPROT=X"'50B1",
RUSIZES=X"'8989",
SSNDPAC=24,
SRCVPAC=24,
PSNDPAC=24,
PSERVIC=X'060200000000000000002F00"
MODEEND
END MODEUST

XXX X X X X X X X X

In the table above, RUSIZES=X'8989' allows FDR/UPSTREAM to use 4K (4096 byte) transmission
blocks (Request Units). The pacing parameters (SSNDPAC - secondary send pacing, SRCVPAC
- secondary receive pacing, PSNDPAC - primary send pacing) allow for maximum pacing windows
of 24 (these may be reduced during BIND negotiation when the APPC session is established). Do
not change these values unless recommended by Innovation.
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If you are going to use TCP/IP for some or all of your workstations to communicate with FDR/
UPSTREAM, you may need to change some TCP/IP parameters and get some TCP/IP information,
as explained below.

In order for workstations using TCP/IP to contact FDR/UPSTREAM-MVS, 2 pieces of information
are required:

¢ The network address of the MVS host system, usually expressed as 4 decimal numbers
separated by periods, e.g., 152.12.93.1. During FDR/UPSTREAM startup the default TCP/IP
host address is displayed (it is also displayed by the FDR/UPSTREAM ISPF status panel), but
this address may not be correct for every workstation if you have multiple TCP/IP interfaces to
the mainframe. When configuring FDR/UPSTREAM for TCP/IP on a workstation, verify this
address with the system programmer or network administrator responsible for TCP/IP on your
system.

« A "well-known port" number, within your TCP/IP MVS host system, on which FDR/UPSTREAM
will listen for requests from workstations. By default, FDR/UPSTREAM uses port 1972, but this
can be changed in the FDR/UPSTREAM configuration.

The address and port number will have to be supplied when FDR/UPSTREAM-PC is configured on
a workstation using TCP/IP (but the port number there also defaults to 1972).

FDR/UPSTREAM will use the well-known port number you assign (or the default of 1972) as long
as that port is not already in use by some other application. During FDR/UPSTREAM testing, that
port will probably be available, so no TCP/IP changes are required, but when FDR/UPSTREAM is
in production, you will probably want to reserve that port number to ensure it is always available
when FDR/UPSTREAM is started.

For IBM's TCP/IP: edit the TCP/IP profile data set. It may be called "TCPIP.PROFILE.TCPIP";
check with your TCP/IP systems programmer. Find the PORT statement in
that profile, and add a line such as:

1972 TCP UPSTREAM # well-known port for FDR/UPSTREAM-MVS

1972 is the port number, TCP is the protocol, and "UPSTREAM" is the name
of the FDR/UPSTREAM online main task, usually the name of the cataloged
procedure used to start FDR/UPSTREAM,; this will usually be "UPSTREAM"
but may vary if you have changed the startup procedure for UPSTREAM (see
Sections 2.9 and 5.1). The text after the # is comments.

For Sterling's SOLVE:TCPaccess: edit the ACPCFGxx member in the TCP/IP PARM data set (it will
be called something like TCPSNS.V410.PARM, check with your TCP/IP
systems programmer). On the TIB statement, insure that the FDR/
UPSTREAM port is included in the ports defined by the TADDRUSE
parameter and not included in the ports defined by the TADDRASSIGN
parameter; this specifies that the port will only be available to applications
(such as UPSTREAM) which explicitly request it.

If the port number is in use by another task when FDR/UPSTREAM-MVS is started, or (for IBM TCP/
IP) if the task name in the reserved port list does not match the actual FDR/UPSTREAM task name,

you will receive a message from UPSTREAM indicating that the port is in use and TCP/IP access

will not be available until the situation is corrected and FDR/UPSTREAM-MVS is restarted.

The "OS/390 eNetwork Communications Server" (the name of the IBM TCP/IP included with OS/
390 V2R4 and above) uses Open Edition (UNIX services for 0S/390) for the HPNS API; this
requires that the security userid associated with the FDR/UPSTREAM started task have an OE
segment (see the IBM "eNetwork" documentation for details).
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INSTALL FDR/UPSTREAM ONLINE PROCEDURE

The ICL member "USTPROC" is a sample PROC to start and run the online task of FDR/
UPSTREAM-MVS. It will need to be tailored to your installation specifications and copied into an
appropriate system PROCLIB as member "UPSTREAM" (or another name of your choice). If you
are unable to do this, consult your MVS System Programmer for assistance. See Section 5
"Operation" for details on this use of this proc.

ICL member "USTRDR" is another PROC which you may want to copy into a system PROCLIB. It
allows batch jobs to be submitted from any PDS by entering a console command. It can be used
with USTSCHED, the FDR/UPSTREAM automatic scheduler. See Section 6.9 for details on its use.

//UPSTREAM PROC oUT=X

/ /%

//*% RUN ONLINE UPSTREAM

/ /%

//MAIN EXEC PGM=USTMAIN,REGCION=0OM, TIME=1440 ,PARM='SCHEDULE"
//STEPLIB DD DSN=your .upstream.loadlib,DISP=SHR

//USTLOG DD SYSOUT=&0OUT

//USTLOG2 DD SYSOUT=&0UT

//USTSUMM DD SYSOUT=&0UT

//USTSUMM?2 DD SYSOUT=&0UT

//USTINFO DD SYSOUT=&0UT

//USTSNAP DD SYSOUT=&0UT

//SYSUDUMP DD SYSOUT=&O0UT

//SYSOUT DD DUMMY FOR TAPE RESTORES (SORT OUTPUT)
//SYSIN DD DUMMY ,DCB=BLKSIZE=80 FOR OLDER XA SYSTEMS
//NOFASTC DD DUMMY CIRCUMVENT PROBLEMS WITH PDSMAN
//INTRDR DD SYSOUT=(A, INTRDR) ,DCB=BLKSIZE=80 FOR SUBMIT

//USTCONFG DD
//USTSCHED DD
//USTCATLG DD
//USTFILEI DD
//USTFILEC DD

DSN=your .upstream.config.file(member),DISP=SHR
DSN=your .upstream.config.file(schedule),DISP=SHR
DSN=your .upstream.catalog.cluster ,DISP=SHR
DSN=your .upstream.fileinfo.cluster,DISP=SHR
DSN=your .upstream.filedata.cluster,DISP=SHR

Specifies the FDR/UPSTREAM main online program, PGM=USTMAIN. REGION=0M is
recommended to allow FDR/UPSTREAM to acquire whatever virtual storage is required to perform
the requested operations. Certain startup parameters can be specified via the PARM= operand on
the EXEC statement (remove the blank before ",PARM" in the sample proc) or via a PARM=
override on the console START command used to start FDR/UPSTREAM-MVS (see Section 5
"Operation™). If multiple values must be specified, separate them by commas. Some supported
parms are:

e SCHEDULE - will automatically start USTSCHED (the FDR/UPSTREAM automatic scheduler)
at FDR/UPSTREAM startup. If specified, the optional USTSCHED DD must be included.

«  NOMAINT - will bypass the automatic execution of the USTMAINT utility during FDR/
UPSTREAM-MVS startup. However, since USTMAINT must be run periodically in order to
cleanup any obsolete entries in the online repository, Innovation does not recommend that you
run this way normally.

e TCPHPNS - If you are using IBM TCP/IP V3R2, both the IUCV and HPNS APIs are supported
by FDR/UPSTREAM-MVS. If this parm is omitted, IUCV will be used (for compatibility with
earlier releases). To use HPNS (High Performance Native Sockets), specify
PARM=TCPHPNS. For TCP/IP V3R3 and beyond, HPNS is automatically used.
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This is the FDR/UPSTREAM-MVS load library created earlier in this installation process. It must be
an APF-authorized library.

This data set will contain all the messages from FDR/UPSTREAM-MVS. Its format is DSORG=PS,
RECFM=VB, LRECL=134. The blocksize defaults to 6233 if the data set is on disk, but you can
specify a larger value (smaller values are ignored); BLKSIZE=138 is forced if it is a SYSOUT data
set. See Section 10 for details on its contents.

This optional data set is the alternate log for FDR/UPSTREAM-MVS. Its format and contents are the
same as USTLOG. You can switch between USTLOG and USTLOG2 as the active log data set with
the

F UPSTREAM,SWITCHLOG
console command (see Section 5). This should be used only when the log data sets are on disk and
you use a program to process the log for reporting; you can close and process the log without
shutting FDR/UPSTREAM down (be sure and specify DISP=SHR on the USTLOG and USTLOG2
DD statements). Note that on subsequent SWITCHLOG commands FDR/UPSTREAM will write
over the log data set just opened; any data which has not been saved or reported upon will be lost.

This optional data set will contain a one-line summary of each operation performed by FDR/
UPSTREAM. Its format is DSORG=PS,RECFM=FB,LRECL=133. The blocksize defaults to 1330 if
the data set is on disk, but you can specify any value which is a multiple of 133; BLKSIZE=133 is
forced if it is a SYSOUT data set. See Section 10 for details on its contents.

This optional data set is the alternate summary for FDR/UPSTREAM-MVS. Its format and contents
are the same as USTSUMM. You can switch between USTSUMM and USTSUMM?2 as the active
summary data set with the "F UPSTREAM,SWITCHLOG" console command (see Section 5), but
only ifthereis also a USTLOG2 alternate log data set. This should be used only when the summary
data sets are on disk and you use a program to process them for reporting; you can close and
process them without shutting FDR/UPSTREAM down (be sure and specify DISP=SHR on the
USTSUMM and USTSUMM2 DD statements). Note that on subsequent SWITCHLOG commands
FDR/UPSTREAM will write over the summary data set just opened; any data which has not been
saved or reported upon will be lost.

If one or more of the FDR/UPSTREAM online repository data sets have been defined using
Innovation's proprietary format ("$UST" as an index level in the name), this file will contain messages
about their usage.

Under certain error circumstances, FDR/UPSTREAM-MVS will take an MVS "SNAP" dump for
problem diagnosis. This data set will contain the "SNAP" dump if one is taken. The format of this
data set should be: DSORG=PS,LRECL=125,BLKSIZE=1632,RECFM=VBA.

This is used for submission of jobs by the scheduling utility USTSCHED. It should point to a JES
internal reader. If omitted, USTSCHED will dynamically allocate an internal reader, so it can safely
be omitted.

In the event of a catastrophic error, this data set will contain a system dump taken by MVS. This
dump may prove invaluable in resolving the problem.

This is the configuration table data set created as output from the FDR/UPSTREAM-MVS
Configurator run as part of these installation procedures. If the configuration data set is a PDS, the
member name of the current configuration must be specified. This configuration will be used during
the startup of FDR/UPSTREAM, but the configuration can be changed while FDR/UPSTREAM is
running. The characteristics of this data set must be RECFM=FB and LRECL=120 (any blocksize
which is a multiple of 120 is acceptable).

CONTINUED . . .
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This optional DD statement must be included if you will be using the FDR/UPSTREAM-MVS
automatic scheduler (USTSCHED). It points to the data set where the schedule definitions,
maintained by the FDR/UPSTREAM ISPF interface (see Section 6.9), are stored. This will usually
be the same as the configuration data set pointed to by USTCONFG, but it can be a separate data
set if it has the proper DCB characteristics of RECFM=FB and LRECL=120 (any blocksize which is
a multiple of 120 is acceptable). The member name specified contains the schedule definition which
will be used by default, but the member name can be overridden when USTSCHED is started, as
described in Section 5.

This data set is the FDR/UPSTREAM-MVS Repository Catalog data set.

This data set is the FDR/UPSTREAM-MVS Repository File-Information data set.

This data set is the FDR/UPSTREAM-MVS Repository File-Data Cluster. If you have decided not to
allocate this data set, because you intend only performing sequential tape and DASD backups using
FDR/UPSTREAM, you should code this DD statement as "DUMMY".

CONTINUED . . .
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Care must be taken in setting up the network configuration. If the workstations which will
communicate with FDR/UPSTREAM already have a TCP/IP or VTAM SNA connection to the host,
little or no change may be required, but you should review the notes below. If the workstation
connection to the host is new, review the appropriate VTAM or TCP/IP documentation, and then
review our notes.

Note that, by default, FDR/UPSTREAM uses a maximum transmission record size of 6000 bytes
during backups. This record size can be changed at the workstation (part of the FDR/UPSTREAM
PC backup parameters), but Innovation recommends that you use the default of 6000 for most
operations. Restores will use whatever record size was used during the backup. This record may
be segmented by VTAM or TCP/IP for transmission, depending on the largest transmission block
supported by the link between the workstation and the host; this may impact FDR/UPSTREAM
performance, as described below.

If you intend to use TCP/IP for communication between any workstations and FDR/UPSTREAM,
and you have already established a TCP/IP link between the workstation and your MVS host, there
is nothing more that must be done to enable TCP/IP for FDR/UPSTREAM. As noted in Section 2.8,
the TCP/IP host network address and the well-known port used by UPSTREAM must be supplied
when FDR/UPSTREAM is configured on the workstation. If USTBATCH will be used to initiate
operations on TCP/IP-attached workstations, the TCP/IP network address and FDR/UPSTREAM
port number of the workstation will be needed as input to USTBATCH unless the Registered Name
Facility of FDR/UPSTREAM is used (Section 8.8).

However, you may need to tune TCP/IP for best performance. You will get better performance and
lower TCP/IP CPU overhead if the FDR/UPSTREAM transmission record can be transmitted to and
from the workstation in a small number of packets (MTUs). The packet-size should be at least 2088
if this connection supports it (some ETHERNET connections require smaller values). You may want
to try larger MTU values to see if performance is improved and overhead reduced.

Find the GATEWAY statement in your TCP/IP profile data set (may be called
"TCPIP.PROFILE.TCPIP"; check with your TCP/IP systems programmer) for the lines that describe
the connections that will be used with FDR/UPSTREAM. The "packet-size" is the MTU size, as in
this example:

GATEWAY
* Network first-hop  driver packet-size subnet-mask
= 130.50 TR1 2088 0
The TCP/IP command OBEYFILE can be used to reread the profile and update packet sizes while
TCP/IP is running (see your IBM MVS TCP/IP documentation).

Note: in OS/390 V2R5 and above, IBM's TCP/IP (renamed "eNetwork Communiation Server for
0S/390"), uses Open Edition services for HPNS. Because of this, the security userid under which
the FDR/UPSTREAM/MVS started task is run must have an "OE Segment". See IBM
documentation for "eNetwork" and your security system for more information.

If you will be running multiple concurrent FDR/UPSTREAM operations through TCP/IP, you may
also have to increase the amount of bufferspace used by TCP/IP.

In TCP/IP prior to OS/390 V2R5, the profile parameters are DATABUFFERPOOLSIZE and
LARGEENVELOPESIZE.

In OS/390 V2R5 and beyond, the profile parameters are TCPSENDBFRSIZE, TCPRCVBUFRSIZE,
and (in OS/390 V2R6 and above only) TCPMAXRCVBUFRSIZE. Innovation recommends 64K for
the first two and 512K for the last.
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The "Administration Guide" has some notes on tuning. They suggest that you check the ACPCFGxx
member in the TCP/IP PARM data set (it will be called something like TCPSNS.V310.PARM, check
with your TCP/IP systems programmer) and find the NETWORK statements for the connections that
will be used with FDR/UPSTREAM. The MTU parm specifies the MTU (packet) size; you may also
need to specify the MSSDEF parm with the same value as MTU and MSSOPT(ALWAYS) so that
the Maximum Segment Size (MSS) will be the MTU size.

Note that workstation configurations may have to be modified to take advantage of any changes in
MTU size.

If you intend to use VTAM APPC for communication between any workstations and FDR/
UPSTREAM-MVS, your VTAM Systems Programmer (or whoever maintains your VTAM
configuration) must ensure that the workstations you intend to use are correctly configured for SNA
LU Type-6.2 sessions within VTAM. This configuration may involve a new VTAM definition if the PC
does not already have the same type of SNA connectivity (changing from a gateway connection to
a direct connection, for example), or if this is a new SNA connection. Below are samples showing
PU definitions for PCs. Inform the PC administrator of the PU name, the LU name, LU Local
Address, and mode names; these will all be required to configure the SNA software on the
workstation. The following is a sample worksheet containing the information required to configure
the workstation.

Parameter Your Value
PU name
LU name
LU Local Address
Mode Name

PC LAN Address (3174 only)

Host device LAN Address (LAN direct
connect only)

SNA PC Administrator Worksheet

If you are configuring a new PU through a 3174 you must configure the 3174 with the CUADDR
defined in the PU definition, and the Token-Ring address which is defined in the PC (question 941
in the 3174 configuration). Inform the PC administrator of the Token-Ring address which has been
defined for him and the Token-Ring address of the 3174.

The necessary configuration and parameters vary greatly depending on the communication
hardware and software in use, so consult the IBM VTAM manuals for your level of VTAM plus
manuals for other hardware/software for guidance (but also see the notes below).

The VTAM mode table entry used when a workstation establishes a session to FDR/UPSTREAM-
MVS is specified in the workstation customization. As described in Section 2.6 and 2.7, this may be
#INTER or USTMODE. Whatever mode table entry name is used, it must be available in either the
default IBM mode table ISTINCLM (#INTER is in this table) or in the mode table named by the
MODETAB= operand in the VTAM workstation definition. The mode table entry defines parameters
used for VTAM communication. However, depending on options set in your workstation
communication software, your LAN software, or the control unit which attaches your LAN to the
mainframe, those parameters may be overridden when the VTAM APPC session is established. If
the FDR/UPSTREAM sessions will be established cross-domain (multiple VTAMSs) the mode table
entry must be available to all VTAMSs involved.
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FDR/UPSTREAM normally uses a 4K RU transmission size. Review your options for all parts of the
communication link to ensure that 4K RUs can be handled, if possible. You may need to review your
VTAM buffer sizes, and these VTAM/NCP parameters: MAXBFRU, MAXDATA, UNITSZ,
TRANSFR, BFRS. Consult your VTAM and NCP documentation for guidance on setting these for
best FDR/UPSTREAM performance, or contact Innovation Technical Support for assistance.

FDR/UPSTREAM can work with both "dependent LUs" and "independent LUs, but Innovation
recommends dependent LUs; they are simpler to define and avoid problems with adaptive pacing in
some releases of VTAM and NCP. Note that IBM's NS/DOS and NS/Windows only support
independent LUs.

For channel-attached SNA 3174 control units, be sure to specify VPACING=0 and DELAY=0 on the
PU statements associated with LUs that will be used with FDR/UPSTREAM, for maximum
performance. This is a typical VTAM major node definition for a workstation on a 3174:

WKS016 VBUILD TYPE=LOCAL

PUSO016 PU CUADDR=551, ISTATUS=ACTIVE , MAXBFRU=12, X
MODETAB=SNAMODE ,USSTAB=USSSNA,VPACING=0,DELAY=0

* DEPENDENT LUS

LU2AS016 LU LOCADDR=2
LU3AS016 LU LOCADDR=3
* INDEPENDENT LUS

LUOASO16 LU LOCADDR=0
LUOBSO16 LU LOCADDR=0

For channel-attached 3172 control units or 37x5 devices, be sure to specify a VPACING value (8 is
recommended) instead of the default of VPACING=2. This is a typical VTAM major node definition
for a workstation on a 3172 or 37x5:

WKS035 VBUILD TYPE=SWNET,MAXGRP=1,MAXNO=1

PUS035 PU ADDR=23,DISCNT=NO,DYNLU=NO,
CPNAME=PUSO035, IDBLK=050,PUTYPE=2,
IDNUM=00023 ,MAXPATH=1, MAXOUT=7,
MAXDATA=4105, see note
MODETAB=SNAMODE ,USSTAB=USSSNA

* DEPENDENT LUS

LU2AS035 LU LOCADDR=2

LU3AS035 LU LOCADDR=3,PACING=8,VPACING=8

> X X X

Note: for best restore performance, MAXDATA= should be set to the maximum RU size supported
by the APPC program on the workstation, plus 9. MAXDATA=4105 supports outbound RU sizes up
to 4096 without segmentation. If the RU (request unit) size exceeds MAXDATA-9, the RU will be
segmented which will impact restore performance. If the documentation for your APPC program (or
information in the FDR/UPSTREAM-PC manual about your program) indicates that a different RU
size is required, change the value of MAXDATA= appropriately.
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2.11 RUN THE FDR/UPSTREAM-MVS CONFIGURATOR

FDR/ You will now need to define the configuration to be used by FDR/UPSTREAM-MVS. This
UPSTREAM configuration defines options to be used by FDR/UPSTREAM as a whole, and also defines the
CONFIGURA- Wworkstation profiles to be used by the workstations which will communicate with FDR/UPSTREAM-
TION MVS.

You should now review Section 3 to become familiar with the FDR/UPSTREAM-MVS Configurator
used to define the workstations eligible to use the FDR/UPSTREAM product and their attributes.
You may define or update the configuration using a batch execution of the Configurator (as shown
in Section 3) or you may do so using the FDR/UPSTREAM ISPF dialog (as shown in Section 6).
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INSTALL THE ISPF DIALOG
The FDR/UPSTREAM-MVS ISPF dialog can be invoked at any time, from any TSO userid that is
authorized to read the UPSTREAM dialog libraries, by going to ISPF option 6 (TSO COMMAND)
and entering:

EXEC 'upstream.clist.library(USTALLOC)'

as shown in Section 2.4. However, this is awkward, so two shortcuts are available:

You may add FDR/UPSTREAM as an option on the ISPF main menu or any menu of your choice.
In the FDR/UPSTREAM panel data set, there are two example panels showing how to add FDR/
UPSTREAM to the ISPF main menu:

ISR@V3X - for ISPF V3.x

ISR@V4X - for ISPF V4.x
You can make similar modifications to your ISPF main menu (panel ISR@PRIM) or to any other
ISPF menu.

You can add the UPSTREAM command to an ISPF command table by entering the command
“USTCMDS” on the FDR/UPSTREAM main menu.

The modified command table will be stored in the first library in the ISPTLIB concatenation for this
TSO userid. If the user has a private table library, it will normally be the first one in that
concatenation, so the updated command table will be available only to this user. If the user does
not have a private library, but has update authority to the first public library in ISPTLIB, it will be
updated, and will be available to any userid using that library. However, you will have an option to
specify a different table library before it is actually stored. If you do choose a different table library,
that library will have to be in the ISPTLIB concatenation, prior to any other library containing a table
by the same name. The ISPF command table name consists of a prefix followed by the constant
CMDS (ISPCMDS by default); for ISPF version 4.2 or higher, preferably update the site command
table.

The FDR/UPSTREAM dialog can now be entered from almost any ISPF panel by entering
"UPSTREAM" or just "UPS" on the command line.

Several of the functions available in the FDR/UPSTREAM ISPF dialog (See Section 6) require that
several program names be added to the TSO/E list of authorized programs:

USTATUS - for status displays (option 2)

USTCMD - for issuing commands to FDR/UPSTREAM (option 6)

USTRPORT - for generating dynamic reports (option 7)

USTDUPRT - for the duplicate file audit (option 9)

USTBATCH - if the USTBATCH security feature described in Section 4 is used (option 1)

If you don't intend to give TSO users access to one or more of the above facilities, you can omit the
associated program name.

In TSO/E Version 2 Release 4 and above, programs are authorized by modifying member

IKJTSOxx in SYS1.PARMLIB. The program names must be added to both the AUTHPGM and

AUTHTSEF lists in that member. If you have the proper authority, you may issue the TSO command:
PARMLIB UPDATE(xx)

to active the updated IKJTSOxx member immediately; otherwise it will be activated after the next

IPL.

In versions of TSO/E prior to V2R4, you may be required to update a table in a program to authorize
"USTATUS"; consult the TSO/E Customization manual for your level of TSO/E.
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CONTINUED

If you like, you can restrict certain TSO userids from using some of the FDR/UPSTREAM ISPF
functions, or authorize only certain userids for certain functions (such as the configuration options or
commands). To do so, edit member USTPRIME in the FDR/UPSTREAM panel library and modify
the sample authorization code shown there.

You can also restrict the ability to issue FDR/UPSTREAM commands from TSO or batch jobs by
using the PROGRAM CONTROL option of RACF (or the equivalent facilities of other security
products) to restrict the use of program USTCMD to certain userids.
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EXTENDING A FDR/UPSTREAM-MVS TRIAL

Production (licensed) users of FDR/UPSTREAM, and initial trial (evaluation) users do not have to
perform this step. Trial users whose trial period is about to expire (see messages UST107W and
UST111E in Section 10), may need to apply a zap provided by Innovation to extend the trial
expiration; contact Innovation if you intend to continue evaluating FDR/UPSTREAM.

Member "USTZAP" in the ICL library contains a sample jobstream for extending the expiration date;
replace the VER and REP statements with data provided by Innovation. Replace the "SYSLIB" DD
statement with one pointing to your FDR/UPSTREAM-MVS load library and submit the "ZAP".

/ /%

//*% UPSTREAM MVS TRIAL EXTENSION ZAP

/ /%

//7ZAP EXEC PCM=AMASPZAP

//SYSPRINT DD SYSOUT=xk

//SYSLIB DD DSN=your .upstream.load.library,DISP=SHR
//SYSIN DD *

NAME USTO020U

VER @aaaa 2222,2222,22272,22122
VER bbbb zzzz,z2z222

VER cccc zz2z2z2,22212

REP 2aaa XXXXXXXX,XXXXXXXX
REP bbbb XXXXXXXX

REP CCCC XXXXXXXX

CONVERT ONLINE REPOSITORY DATA SETS TO PROPRIETARY FORMAT

Existing users of FDR/UPSTREAM may wish to convert the online Repository Catalog and File-
Information data sets from VSAM to the Innovation proprietary format for improved performance, or
to the enhanced proprietary format for improved space management.

To do so, simply define the new Catalog and File-Information data sets with the FDR/UPSTREAM
ISPF dialog. You can use an option on those panels to copy existing data to the new data sets, or
if you prefer,n use the USTCAMS utility to REPRO from the old VSAM clusters to the new data sets,
as shown in the sample jobstream below. If space limitations require that you delete the old VSAM
clusters before defining the new data sets, you may REPRO the old data out to tape or disk, and
then REPRO the data back after defining the new data sets. You must use the USTCAMS utility
instead of IDCAMS.

If you wish to convert the files back to VSAM, simply reverse the process.
Of course, the DD statements in the UPSTREAM proc and all other FDR/UPSTREAM jobstreams
must be updated to point to the new data set names.

/ /%
//*% CONVERT VSAM REPOSITORY DATA SETS TO INNOVATION FORMAT
VA S

//REPRO EXEC POM=USTCAMS , REGION=4096K
//SYSPRINT DD SYSOUT=%

//USTINFO DD SYSOUT=%

//SYSIN DD ES

REPRO IDS(upstream.catalog.CLUSTER)
ODS(upstream.catalog.SUST.CLUSTER)
REPRO IDS(upstream.fileinfo.CLUSTER) -
ODS(upstream.fileinfo.SUST.CLUSTER)
/%
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REORGANIZE ONLINE REPOSITORY DATA SETS

Like all keyed files, the data sets of the FDR/UPSTREAM Online Repository must be periodically
reorganized, in order to recover space for deleted records, make room for new records, and improve
performance.

A batch reorganization can be done anytime that the FDR/UPSTREAM online task is not running,
and no other FDR/UPSTREAM utilities are executing.

If the data set to be reorganized was defined with the REUSE option, or was allocated in the
Innovation proprietary format, the reorganization can be easily accomplished by using the
USTCAMS utility to REPRO the file to be reorganized to tape or disk, and then REPROIng the data
back into the file. An example of this is shown below. If the data set is a VSAM KSDS without the
REUSE option, it must be DELETEd and reDEFINEd between the REPROs.

Note: Innovation recommends that this reorganization be done by the USTREORG utility while
FDR/UPSTREAM is operating. See Section 5.7 for details.

/ /%
//% REORCANIZE THE FDR/UPSTREAM CATALOG DATA SET
/ /%
//REORG EXEC PGM=USTCAMS,REGION=4096K
//SYSPRINT DD SYSOUT=%
//USTINFO DD SYSOUT=%
//BACKUP DD DSN=upstream.catalog.backup,UNIT=tape,DISP=(,CATLG),
// DCB=(RECFM=VB,LRECL=32756 ,BLKSI1ZE=32760)
//CATALOG DD DSN=upstream.catalog.$UST.CLUSTER,DISP=0LD
//SYSIN DD *

REPRO INFILE(CATALOG) OUTFILE(BACKUP)

|F LASTCC = 0 THEN -

REPRO INFILE(BACKUP) OUTFILE(CATALOG) REUSE

/%

LOAD SOFTCOPY DOCUMENTATION

A copy of this manual, for FDR/UPSTREAM-MVS, is provided on a CD-ROM or diskette in softcopy
format for use with IBM BOOKMANAGER products, including

. Bookmanager READ/MVS (a standard component of OS/390)

. Bookmanager READ/DOS

. Bookmanager READ/2 (for OS/2)

. Bookmanager READ for Windows

. Bookmanager READ/6000 for AIX/6000
The CD-ROM also contains a copy of the IBM Library Reader, which enables you to use the
Bookmanager documents without being licensed for one of the IBM products.

In addition, the CD-ROM contains the manual in Adobe Acrobat PDF format, plus a copy of the
Adobe Acrobat Reader, enabling you to view and print the manual in a format identical to the printed
manual.

The manuals on the CD-ROM can be used directly on any of the supported systems except MVS.
To use Bookmanager files on MVS, you must have READ/MVS and you must upload the
Bookmanager files to MVS disk storage, following directions on the CD-ROM..
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CONFIGURATION 3.0

OVERVIEW

The online task of FDR/UPSTREAM-MVS requires a configuration file as input. This configuration
file contains records defining:
. general options for FDR/UPSTREAM-MVS

. a definition for workstation profile names to be used for backups and restores by workstations
which communicate with FDR/UPSTREAM-MVS. There will usually be a unique profile name
(and perhaps more than one) for every workstation. The name is used to identify backups taken
by the workstation, and the profile defines options to be used for backups done under that
profile.

The configuration file is maintained by the FDR/UPSTREAM-MVS Configuration utility,
USTCONFG, which can be invoked via batch JCL, from the FDR/UPSTREAM ISPF dialog or (for
profile maintenance only) from a workstation.

Note: Innovation recommends that the ISPF interface or the workstation interface be used for
configuration maintenance, for ease of use. However, complete descriptions of the configuration
parameters are contained in this section; you should review these descriptions before attempting to
create or update the configuration.

The configuration file can be a PS (sequential) or PO (partitioned) data set, and it must have DCB
characteristics RECFM=FB and LRECL=120; any blocksize which is a multiple of 120 is acceptable.

You may have multiple configurations, stored either as multiple PS data sets or as multiple members
in a partitioned data set (PDS). Innovation recommends that a PDS be used for the configuration
file, since this allows you to activate various configuration members dynamically during FDR/
UPSTREAM operation.

The configuration file can be defined manually (through JCL or ISPF option 3.2) or it may be created
using the FDR/UPSTREAM ISPF dialog (see Section 2.5).

As part of the installation process outlined in Section 2, new users must create a new configuration
file by executing USTCONFG with a complete input defining the configuration, as described later in
this Section, or by using the FDR/UPSTREAM ISPF dialog (described in Section 6, but the rest of
section 3 should be reviewed for an understanding of the configuration parameters before going to
the dialog).

Configuration needs will change as new workstations are added or the needs of existing
workstations change, so the configuration can be modified at any time by executing USTCONFG in
one of two modes:

« A complete new configuration can be built by providing input which completely describes it.

¢ Anexisting configuration can be modified by adding new profile definitions or modifying existing
profiles with new options. The modified configuration can be written to a new member or
configuration file, or it can overlay the input member or file.

The configuration file is read by the FDR/UPSTREAM-MVS online task during initialization. The
configuration can be changed dynamically while the FDR/UPSTREAM-MVS online task is active
using the

F UPSTREAM,REFRESH
console command (see Section 5.8) which will read an updated configuration from the configuration
file.

Profile definitions can also be viewed, modified, added, or deleted from a workstation (PC) via a
dialog provided as part of FDR/UPSTREAM PC, as described in Section 9 "Profile Management".
Requested modifications will be transmitted to the FDR/UPSTREAM-MVS main task, which will
dynamically make the changes to the configuration file, in much the same way that a batch
execution of USTCONFG operates. Modifications made from the PC do not affect the active
configuration until the modified configuration file is activated (the workstation user can activate the
new configuration from the workstation). UPSTREAM security may be used to control which
workstation users can modify a given profile (see Section 4).
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CONFIGURATOR JCL
These JCL statements are required to execute the Configurator as a batch job:

Must specify PGM=USTCONFG, the name of the FDR/UPSTREAM Configurator program.

Must specify the name of the FDR/UPSTREAM-MVS load library.

This is the output message data set for USTCONFG, usually a SYSOUT data set. It has DCB
characteristics RECFM=FB, LRECL=80, BLKSIZE=any multiple of 80.

In the event of a catastrophic error, MVS will take a diagnostic dump to this data set, which may
prove invaluable in resolving the problem.

If updating or printing an existing configuration, this specifies the configuration data set or member
containing that configuration.

The configuration file specified must have DCB characteristics RECFM=FB and LRECL=120. If a
completely new configuration is being defined, USTCFGIN can be omitted or specified as DUMMY.

Specifies the output configuration data set or member. If updating an existing configuration, this can
specify a data set or member different from that specified on the USTCFGIN DD, in which case the
modified configuration is written to the new location, or it can specify the same data set or member,
in which case the modified configuration will replace the original.

Innovation recommends that a new data set or member name be specified when modifying
a configuration, so that you can easily fall back to the original configuration if problems
occur with the new one.

This is the control statement input data set for USTCONFG. It can be a input stream (DD *) data
set or can point to a data set (sequential or PDS member) as long as the DCB characteristics of the
data set are RECFM=FB and LRECL=80.

If creating a new configuration, USTSRCE must contain a complete configuration definition,
including a MAIN statement and one or more DEFINE statements. If updating an existing
configuration, it need contain only the statements required to specify the modifications (an optional
MAIN statement, and one or more MODIFY, DEFINE, DELETE or PRINT statements).
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3.2 CONTINUED

SAMPLE JCL  This sample JCL is provided as member USTCONFG in the FDR/UPSTREAM ICL (Installation
Control Library). It creates a brand new configuration from USTCONFG control statements input in
a control statement library. The configuration is stored with the member name given on the
USTCONFG DD statement:

//CONFI1G EXEC PGM=USTCONFG

//STEPLIB DD DSN=upstream.load.library,DISP=SHR
//USTLOG DD SYSOUT=x

//USTSRCE DD DSN=config.source.file(member),DISP=SHR
//USTCONFG DD DSN=output.config.file(member),DISP=SHR
//SYSUDUMP DD SYSOUT=%k

This sample JCL updates an existing configuration. The old configuration is read from DD
USTCFGIN; itis updated by USTCONFG control statements input in a control statement library. The
updated configuration is stored with the member name given on the USTCONFG DD statement:

//CONFI1G EXEC PGM=USTCONFG

//STEPLIB DD DSN=upstream.load.library,DISP=SHR
//USTLOG DD SYSOUT=xk

//USTSRCE DD DSN=config.source.file(member),DISP=SHR
//USTCONFG DD DSN=output.config.file(member),DISP=SHR
//USTCFGIN DD DSN=input.config.file(member),DISP=SHR
//SYSUDUMP DD SYSOUT=%

CONTINUED . . .
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CONFIGURATOR INPUT STATEMENT FORMAT
The FDR/UPSTREAM Configurator, USTCONFG, accepts these control statements:

¢ MAIN — defines general FDR/UPSTREAM options

 DEFINE — defines or replaces a workstation profile definition

* MODIFY — changes options on an existing profile definition

« COPY — copies an existing profile definition to create a new profile definition

* PRINT — prints part or all of the configuration definition

« DELETE — removes a profile definition from an existing configuration

The input control statements to USTCONFG (DD name USTSRCE) must be 80-byte fixed-length

records. The control statements may be in the input stream (USTSRCE DD *) or may come from a
data set (such as a control statement PDS library).

On any control statement, the control statement name (e.g., MAIN) may be preceded and followed
by any number of blank columns (at least one blank column must follow the name).

The operands on each control statement are separated by commas with no intervening blanks. The
operands may appear in any order.

If the operands are too long to fit on one 80-byte input record, they may be continued onto another
record by putting a blank after any comma, and then continuing the operands on the next record,
starting in any column (with any number of preceding blanks).

Totally blank records and records with an asterisk ("*") in column 1 are treated as comments.
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3.4 THE CONFIGURATOR MAIN STATEMENT

SYNTAX

OPERANDS

The MAIN statement, if present, must be the first control statement in the USTSRCE input file. For
a new configuration (the USTCFGIN DD omitted or dummy), the MAIN statement is required. When
updating an existing configuration (USTCFGIN points to a configuration data set or member), the
MAIN statement can be omitted unless you need to change the general FDR/UPSTREAM-MVS
options specified on the MAIN statement.

Note: if a MAIN statement is specified when updating a configuration, the options on that MAIN
statement will completely replace those that were specified in the input configuration, including the
values for any operands that are defaulted, so you should respecify all non-defaulted operands.

MAIN APPLID =applname|NONE
,DASDBLK=nnnnn|10752
,DESC=xxxx|1000
,ROUTCDE=xxxx|4020
,DUPLICATE=AUTO|NOAUTO
,DUPDAYS=nnn|30
,DUPSIZE=nnnn|1024
,MAXDUPL=nNN|30
,MAXHIST=nnnnn|30
,MAXTAPEBACKUP= nnn|Q
,MAXTAPERESTORE=nnn|0
,MAXTASKS=nnnnn|100
,RACFUPD=BACKUP|RESTORE
,SECLVL=0]1]2|3
, SORTUNIT=unithame|SYSDA
,SUBSYS=subsysname|UPSTREAM
,TCPNAME-=tcpiptask|TCPIP|LINK task|]NONE
,TCPPORT=tcpipport|1972
,WTOCOMP

These are the operands of the MAIN statement:
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APPLID=

DASDBLK=

DESC=

DUPLICATE=

DUPDAYS=

DUPSIZE=

THE CONFIGURATOR "MAIN" STATEMENT

Specifies the name of the VTAM application ID to be used by FDR/
UPSTREAM-MVS. This is the name on the first APPL statement in the
USTAPPL member of VTAMLST (See Section 2.7), or the ACBNAME= value
on that APPL statement (if specified). This application name is normally
UPSTREAM. This operand is required.

If you do not have VTAM installed on your MVS system or do not intend to use
VTAM with FDR/UPSTREAM, you can specify APPLID=NONE and
UPSTREAM will not attempt to open a VTAM connection. With
APPLID=NONE, only TCP/IP can be used for workstation communication,

and mainframe-initiated operations (the USTBATCH utility) cannot be

used at all (USTBATCH requires VTAM to communicate with the FDR/
UPSTREAM online task).

Specifies the default blocksize that FDR/UPSTREAM will use when allocating
a sequential disk backup, it is no longer used as the actual blocksize of the
backup data set so you generally do not need to change the default value. This
value can be overridden on any or all individual profiles by the DASDBLK=
operand on the DEFINE or MODIFY statement. The value specified for
DASDBLK= may range from 1024 to 32760. The operand is optional and
defaults to 10752.

Specifies, in hex, the descriptor codes to be used for WTOs issued by the online
UPSTREAM task. The descriptor codes allow you to control the processing of
the UPSTREAM console messages by MVS. The bits in the 4-digit hex string
represent, left to right, the descriptor codes 1 to 16. Descriptor codes are
described in the IBM manual "Routing and Descriptor Codes". The default is
1000 (code 4 "system status").

Controls the automatic recognition of duplicate files (file with the same content
on multiple workstations) during MERGE BACKUPs. DUPLICATE=AUTO
instructs FDR/UPSTREAM-MVS to monitor backups from various workstations
looking for files which appear to be duplicates of one another; those duplicates
may not need to be transmitted from other workstations (See Section 1.4).
Default is DUPLICATE=NOAUTO.

WARNING: do not enable DUPLICATE=AUTO unless every workstation is
running FDR/UPSTREAM-PC V2.4.5 or above.

is meaningful only if DUPLICATE=AUTO is enabled. It specifies the minimum
days that must have elapsed since the last use of a workstation file (days since
the "update date" associated with the file) before it will be considered for
automatic duplicate processing. lIts value can be from 0 (no minimum) to 255
and it defaults to 30 days.

is meaningful only if DUPLICATE=AUTO is enabled. It specifies the minimum
size in bytes that a workstation file must have before it will be considered for
automatic duplicate processing. Its value can be from 0 (no minimum) to 4095
and it defaults to 1024 bytes.

CONTINUED
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MAXDUPL=

MAXHIST=

MAXTAPEBACKUP=

MAXTAPERESTORE=

MAXTASKS=

THE CONFIGURATOR "MAIN" STATEMENT

3.4

is meaningful only if DUPLICATE=AUTO is enabled. Whenever a workstation
file that matches the DUPDAYS= and DUPSIZE-= criteria is backed up, if it has
not already been identified as a duplicate file, a special record is recorded in the
FDR/UPSTREAM repository indicating that it is a potential duplicate file. If a
matching file is not transmitted from any other workstation within the number of
days specified by MAXDUPL=, the special record will be deleted. If a matching
file is backed up from a second workstation, it will be identified as a duplicate
and a copy of the file is written to the online repository for use in future backups;
however, if the same file is not backed up from a third workstation with
MAXDUPL days since the second backup, the duplicate file and all its records
will be erased from the online repository. If it is backed up from a third
workstation within MAXDUPL days, it will then be retained for duplicate
processing until manually deleted.

Its value can be from O (interpreted as the default, 30) to 255 and it defaults to
30 days.

Specifies the number of days (0 to 365) that FDR/UPSTREAM-MVS will retain
history records in the repository catalog data set. One history record will be
created for each function (backup, restore, inquiry, etc.) that FDR/UPSTREAM
is requested to perform. These history records can be reported on by
USTRPORT, the FDR/UPSTREAM report program (See Section 7). Records
older than the number of days specified will be purged when USTMAINT, the
maintenance/cleanup program, is run. If MAXHIST=0, history records will not
be created. The default is 30 days.

Note to users of previous versions of FDR/UPSTREAM: if you use a
configuration created under a previous version with V2.4.0 or above, MAXHIST
will default to O; Innovation recommends you update your configuration with
MAXHIST=30 or more.

Specifies the maximum number of tape drives (0 to 255) that FDR/UPSTREAM-
MV'S will permit to be in use for backups at any one time; this includes the output
tapes required for the online utilities USTMIGRT, USTMERGE, and
USTVAULT. If this limitis exceeded, any new backup and utility tasks requiring
tape drives will wait until the number of backup tapes in use declines. If
MAXTAPEBACKUP=0, no tape limit is enforced. The default is O (no limit).

A full MERGE BACKUP may require 2 tape drives (the second to read previous
backups), but this cannot be determined until the backup is already in progress.
If the MAXTAPEBACKUP limit has not been reached, the second drive will be
acquired and will count against the limit. But if the limit has already been
reached, the second drive will be acquired anyway, and will not count against
the limit; as long as this MERGE BACKUP retains that second drive, the
MAXTAPEBACKUP limit may be exceeded.

Specifies the maximum number of tape drives (0 to 255) that FDR/UPSTREAM-
MVS will permit to be in use for restores at any one time. If this limit is
exceeded, any new restore tasks requiring tape drives will wait until the number
of restore tapes in use declines. If MAXTAPERESTORE=0, no tape limit is
enforced. The default is O (no limit).

Specifies the maximum number of subtasks that FDR/UPSTREAM-MVS will
permit to be active at any one time. This includes all backups, restores,
inquiries, etc. If this limit is exceeded, UPSTREAM will reject any new requests
for conversations until the number of tasks declines. The default is 100.

CONTINUED . . .
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RACFUPD=

ROUTCDE=

SECLVL=

SORTUNIT=

SUBSYS=

THE CONFIGURATOR "MAIN" STATEMENT

If SECLVL=2 or 3 and a userid has been granted UPDATE or READ access to
a workstation profile name, this specifies what operation the user is authorized
to perform:

RACFUPD=BACKUP allows users with UPDATE authority to do backups or
restores, while users with only READ access can do only restores.
RACFUPD=RESTORE (the default) allows users with UPDATE authority to do

backups or restores, while users with only READ access can do only backups.

Note that if SECLVL=3 is in effect, a userid which matches a profile name is
automatically granted UPDATE authority.

Specifies, in hex, the routing codes to be used for WTOs issued by the online
UPSTREAM task. The routing codes allow you to control which consoles will
receive the UPSTREAM console messages. The bits in the 4-digit hex string
represent, left to right, the routing codes 1 to 16. Routing codes are described
in the IBM manual "Routing and Descriptor Codes". The default is 4020 (code
2 "operator information" and code 11 "Programmer Information").

0 — specifies that FDR/UPSTREAM is to do no security checking on the
USERID and PASSWORD entered by the end user at the workstation. Specify
this if you have no security system or prefer not to enforce userid security for
UPSTREAM usage.

1 — specifies that FDR/UPSTREAM is to issue a security call to verify the
USERID and PASSWORD entered by the end user at the workstation. No
further security checking will be done.

2 — specifies that in addition to verifying the USERID and PASSWORD (as in
SECLVL=1), FDR/UPSTREAM will issue additional security calls to verify that
the userid is permitted to access the workstation profile name entered by the

end user, and to verify that the userid is permitted to request restores from tape.

3 —same as SECLVL=2, except that if the profile name and userid specified at
the workstation are the same, the user is automatically considered to be
authorized to that profile name.

This operand is optional and defaults to SECLVL=1. See Section 4 "Security"
for more information.

Specifies a MVS unit name (anything valid in the UNIT= operand in JCL) which
will be used to allocate temporary sort work files when external sorts are
required; FDR/UPSTREAM does internal sorts whenever possible. It defaults
to SYSDA.

Specifies the subsystem and control point name that will be used on security
system calls if SECLVL=1, 2 or 3 was specified. It is optional and defaults to
UPSTREAM. See Section 4 "Security" for more details.

CONTINUED
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TCPNAME=

TCPPORT=

WTOCOMP

THE CONFIGURATOR "MAIN" STATEMENT

Identifies the TCP/IP system with which FDR/UPSTREAM-MVS will

communicate.

The following table shows the values of TCPNAME to be used with various
versions of IBM TCP/IP and Sterling SOLVE:TCPaccess. If the specified TCP/
IP system is not active when FDR/UPSTREAM-MVS is started, a warning
message is issued and TCP/IP access is disabled (you must restart the FDR/
UPSTREAM-MVS online task to reestablish TCP/IP communication).

3.4

TCP/IP APl TCPNAME= Notes
IBM TCP/IP V2.x IUCV TCPNAME=taskname name of TCP/IP started task
IBM TCP/IP V3.1 IUCV TCPNAME=taskname name of TCP/IP started task
IBM TCP/IP V3.2 HPNS or IUCV TCPNAME=taskname Name of TCP/IP started task.
IUCV used unless JCL has
PARM=TCPHPNS
IBM OS/390 2.4 and above HPNS TCPNAME=taskname name of TCP/IP started task
SOLVE:TCPaccess Native TCPNAME=LINKssss “ssss” Is SOLVE:TCPaccess
TCPNAME=LINKACSS subsys name, usually ACSS
SOLVE:TCPaccess V4 IUcv TCPNAME=taskname [name of IUCV started task. native

with I[UCV support APl is recommended

No TCP/IP support TCPNAME=NONE Only SNA APPC can be used

Default is TCPIP which is the usual name for the IBM TCP/IP task. The IUCV
API will be used unless you are using OS/390 2.4 or above. On TCP/IP V3R2,
if you want to use HPNS instead of IUCV, specify PARM=TCPHPNS in the
FDR/UPSTREAM-MVS startup JCL (see Section 2.9).

Specifies the TCP/IP port number which FDR/UPSTREAM-MVS will use as a
"well-known" port number to listen for workstation connections. See Section 2.8
for details. Default is 1972.

Specifies that FDR/UPSTREAM-MVS will issue WTOs to the system console
for all messages relating to backups starting and completing, in addition to
writing them to the UPSTREAM log (USTLOG). The operand is optional; if
omitted, these messages are written only to USTLOG. This feature may be
useful for installations with mainframe automation and tracking facilities which
monitor console messages.

CONTINUED . . .
-39.-



3.5

DEFINE
STATEMENT

MODIFY
STATEMENT

COPY
STATEMENT

SYNTAX

THE CONFIGURATOR DEFINE/MODIFY/COPY STATEMENTS 3.5
THE CONFIGURATOR DEFINE/MODIFY /COPY STATEMENTS

Workstation profiles are created or modified by DEFINE, MODIFY and COPY statements. These
statements have the same operands.

The DEFINE statement is used to create or replace a workstation profile. When creating a new
configuration, a DEFINE statement must be present for every profile to be defined. When updating
an existing configuration, DEFINE statements are used to add new profiles or completely replace
existing profiles. Operands which are not specified on the DEFINE statement will take their default
values.

The MODIFY statement is used when updating a configuration, to change options on an existing
profile. Operands which are NOT specified on the MODIFY statement will retain their previous
values in the profile. If a MODIFY statement names a profile which does NOT exist in the
configuration, it will be treated as a DEFINE (with a warning message); however, since defaults may
have been taken for many operands, this may not result in an appropriate profile.

The COPY statement can be used when updating a configuration, to create a new profile or replace
an existing profile, by copying the attributes associated with another existing profile. The WSNAME/
WSPREF operands specify the input profile, while the NEWNAME/NEWPREF operands (valid
ONLY on COPY) specify the profile to be created/replaced. You can also specify any of the other
operands shown below to modify the profile as it is being copied.

DEFINE  WSNAME=profname|WSPREF=profprefix, NEWNAME=newname|NEWPREF=new-
MODIFY prefix
,ARCHIVE=nnnn
COPY
,COPYINCR|NOCOPYINCR ,NEWTAPE=FULL|INCR
,NONEWTAPE=FULL|INCR
,DASD
,ONLINE=nnnn
,DASDBLK= nnnnn
,PCMIGRATEONLY=YES|NO
,DASDGDG|NODASDGDG
,RETPD=nnnn|DRETPD=nnnn|EXP-

,DASDPREF=prefix DT=yyddd
,DASDMAXSIZE=nnnnnnnnn ,STORCLAS=storclasINOSTORCLAS
,DUNIT=diskunit|VOL=volser ,TAPE|TAPECOMP|NOTAPECOMP
,TAPEGDG|NOTAPEGDG
,DUPLICATE=COPY [NOCOPY ,TAPEPREF=prefix
,DUPLICATE=DELETE [NODELETE ,TAPESTORCLAS=storclas
,GROUPID=xx|NOGROUPID ,TUNIT=tapeunit

,MERGE=YES|NO|DEFER|NODEFER  ,UNITCNT=1|2
,MGMTCLAS=mgmtclas|INOMGMTCLAS ,TRANSFER=YES|NO

,MIGTHRESH=nn ,VAULT|NOVAULT
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THE CONFIGURATOR DEFINE/MODIFY/COPY STATEMENTS 3.5

OPERANDS These are the operands of the DEFINE and MODIFY statements as shown above. Defaults for
optional operands apply to the DEFINE statement; for a MODIFY or COPY of an existing profile the
defaults are the values previously specified for the profile:

WSNAME=

WSPREF=

Specifies the workstation profile name to be defined, modified or copied. It may
be 1-8 characters, and it must start with an alphabetic or national character (the
remainder may be any alphanumeric or national characters). Every workstation
which will communicate with FDR/UPSTREAM should be assigned a unique
profile name; all backups and restores in FDR/UPSTREAM are keyed to this
profile name. Under some circumstances, a workstation may be assigned more
than one profile name; for example, on a server, separate profiles might be used
for different disks or sets of directories. For MERGE BACKUPS, a given profile
should be used with a consistent list of "file sets", i.e., the list of files backed up
under that profile should not change (except that new file sets can be added).

The configuration must include the special profile name WSNAME=GLOBAL .
The GLOBAL profile specifies options to be used for any workstation profile
name entered by a workstation which is NOT defined in the configuration. This
allows end users to use any profile name (except where limited by security as
defined in Section 4) even if it is not in the configuration. If the GLOBAL profile is
not defined, then only profiles defined in the configuration can be used. A brand-
new configuration which does not include a DEFINE for GLOBAL will have a
GLOBAL profile automatically defined, but it will be disabled for all types of
backups. Use of GLOBAL can reduce the amount of configuration maintenance
required. The DEFINE for GLOBAL, if present, must follow the MAIN statement
(if present) and must precede any other statements.

The configuration may contain a number of special "reserved" profiles with
names USTCATLG, USTFILEI, USTFILEC, USTARCH, USTMIGXxX,
USTMERxx and USTVLTxx. They are used for the online execution of FDR/
UPSTREAM utilities. USTDUPFL is another reserved profile name used for a
special backup of files which may be duplicated on various workstations.
DUMMYxxx profiles are used for testing and simulation. You may not create a
profile whose name begins with USTVLC. See Section 3.8 for explanations of
these reserved profiles.

May be specified instead of WSNAME-=. Itis 1 to 7 characters, same syntax rules
as WSNAME-=. It creates a configuration entry which specifies a workstation
profile name prefix. Similar to the GLOBAL profile described under WSNAME=,
the parameters in this profile will be used when the profile name entered at the
workstation does not exist in the configuration, as long as the profile name starts
with the characters specified by WSPREF=. For example, if there is a profile with
WSNAME=TECHWSO01 and another with WSPREF=TECH, the first will be used
if the workstation enters TECHWSO01, but the second will be used if TECHWS02
is entered.

WSPREF=is used to define a number of profiles with a single entry. This may be
used to define a set of profiles for the use of a single workstation, for various
purposes, or may be used to define profiles for a set of workstations. In any case,
be sure that a given profile name is used only for a single purpose.

Either WSNAME= or WSPREF= must be entered on the DEFINE/MODIFY/
COPY statement.

CONTINUED . . .
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THE CONFIGURATOR DEFINE /MODIFY /COPY STATEMENTS

3.5 CONTINUED

ARCHIVE=

COPYINCR
NOCOPYINCR

DASD

DASDBLK=

DASDGDG
NODASDGDG

Specifies the number of Archive (non-keyed) backups which will be retained for
this workstation by FDR/UPSTREAM-MVS. It can have a value from O to 4096;
0 prohibits the workstation from performing Archive backups. During the backup,
if this count is exceeded, the oldest archive version associated with this profile is
flagged for deletion during the next execution of USTARCH, the archive utility.
The operand is optional, with a default of 0 on a DEFINE.

For profiles that specify the MERGE option (MERGE BACKUPS), COPYINCR
specifies that when doing a FULL MERGE backup, any incremental backups that
are stored in separate locations will be copied to the full backup data set.
Incremental backups that are already on the same tape as the full backup will not
be copied, but incrementals that are on different tapes or on DASD will be copied.
Once the incrementals are successfully copied, they will be scratched (if on
DASD) and uncataloged, and the FDR/UPSTREAM records of their location will
be updated to point to the new full backup data set. This is particularly useful if
incrementals were done to disk but the full backup is done to tape; the disk
incrementals will be moved to the tape and the disk data sets deleted.
COPYINCR is ignored for profiles that have MERGE=DEFER set (DEFERRED
MERGE BACKUPs). NOCOPYINCR can be used on a MODIFY/COPY
statement to turn off the option in an existing profile. NOCOPYINCR is the default
on a DEFINE.

Specifies that this profile will be permitted to perform backups directly to MVS
sequential disk (BSAM) data sets. When enabled for a given profile, the
DASDPREF= and DUNIT= or VOL= or STORCLAS= options must also be
enabled. On a DEFINE, by default, DASD is not enabled.

Applies only to profiles where DASD (sequential disk) backups are enabled, and
specifies the blocksize to be used when allocating those backups; it is no longer
used as the actual blocksize of the backup data set so you generally do not need
override the default (except: in the special profile USTVAULT, it is used as the

blocksize of the backup control file). Values from 1024 to 32760 are accepted;
specify a value that would result in good track utilization on the DASD device type
you use. The parameter is optional; on a DEFINE it has a default of the value of
DASDBLK= specified on the MAIN statement in this configuration (10752 is the
default if not on the MAIN statement; this provides good track utilization on both
3380 and 3390 disks).

Note: When creating DASD backups, FDR/UPSTREAM allocates the backup file
in blocks; the total data bytes to be backed up is divided by DASDBLK=, and the
resulting number of blocks of that size are requested (plus a few percent for
safety). However, when opening the file a blocksize of 32760 is used; you will see
this in the DSCB of the backup data sets. You may be concerned that FDR/
UPSTREAM is not using the disk tracks efficiently; this is not true. Since the
record format is variable (VB), FDR/UPSTREAM will write on each track one
block that is close to 32760 in size, and a second block that uses the remaining
capacity of that track, resulting in extremely efficient utilization.

DASDGDG applies only to profiles where DASD (sequential disk) backups are
enabled, and specifies that the backup data sets are to be allocated as new
generations of a GDG (see DASDPREF= for more details). DASDGDG is
recommended for backups which will be on sequential disk, since GDG
processing will automatically delete old generations. GDG bases must be
predefined in your system catalogs before they can be used by FDR/
UPSTREAM-MVS; be sure you define sufficient generations in the GDG base to
retain all required backups. NODASDGDG can be used on a MODIFY/COPY
statement to turn off the option in an existing profile. NODASDGDOG is the default

on a DEFINE. CONTINUED. . . .
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3.5 CONTINUED

DASDPREF=

Is required for profiles where DASD (sequential disk) backups are enabled, and
specifies the 1 to 35 character data set name prefix that will be used to
dynamically allocate the disk data set for the backup. The prefix may include
periods (".") to separate index levels and must meet MVS standards for data set
names (no more than 8 characters in an index level and the first character of an

index must be an alphabetic or national character).

If you do not include the DASDGDG option in this profile, FDR/UPSTREAM will
allocate the backup file as a non-GDG. The length of the value of DASDPREF=
must not exceed 19 characters, and FDR/UPSTREAM will add 3 additional index
levels at the end of the name to create a unique data set name: profile name, the
date as "Dyymmdd", and the time as "Thhmmss". Since FDR/UPSTREAM adds
the profile name to the prefix, the same prefix may be specified in multiple
profiles.

If the DASDGDG option is included in the profile, the backup data sets will be
allocated as new generations of a GDG; DASDPREF= must specify the GDG
base name, and may be up to 35 characters long. The GDG name used in each
profile should be unique; Innovation recommends that it include the profile name.
The GDG base must be predefined in the appropriate MVS catalog along with the
number of generations to keep; the SCRATCH option should be specified when
defining the GDG base so that old generations are scratched from disk.

If the DASDGDG option is used in a profile with WSPREF= or
WSNAME=GLOBAL, and the LAST index level of DASDPREF= matches the
profile prefix name (or GLOBAL), then FDR/UPSTREAM will substitute the actual
profile name used by the workstation. For example, if the profile has
WSPREF=ABC, DASDGDG, DASDPREF=BACKUP.ABC but the workstation
uses profile name ABC123, the actual GDG name will be BACKUP.ABC123.
This allows unique data set names to be generated based on the actual profile
name. The GDG bases for these modified names must be predefined, and the
total length of the name with a maximum 8 character profile name cannot exceed
35 characters. If the last index does not match, the unmodified GDG name will
be used for all actual profile names (in this case, GDG is not recommended).

DASDPREF= may optionally contain a single exclamation character (!)
anywhere in the name. If it is present, it will be replaced at the time the backup
is created with:

F  Full MERGE backup, first-time Full MERGE backup, or Full Merge Migration

I Incremental MERGE backup

N non-MERGE backup of any kind or Simple Migration

E Migration End Set
This is especially useful when DASDGDG is used with MERGE backups; you can
setup one GDG with the F character to specify the number of full backups to be
kept, and a second with the | character for the number of incrementals to be
retained. You must define GDG bases with each of the possible characters
substituted. If the exclamation is used, you must also specify NEWTAPE=FULL.
Note that FDR/UPSTREAM expects the ! character to be X'5A"; some
international keyboards may generate a different hex code for !, in which case
you must find the key that generates X'5A'".

CONTINUED . . .
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DASDPREF=
(continued)

DASDMAXSIZE=

DUNIT=

DUPLICATE=

DASDPREF= may also contain a single question mark character (?) anywhere in
the name except as the first character of an index level. If present, that character
will be replaced with a "1" when the backup is created. If the profile is enabled
for vaulting (VAULT), the profile must contain the ? character; when USTVAULT
is run to create a secondary vault copy, that copy will have another copy number
(from 2 to 9) in that location. If DASDGDG is specified, you must define the GDG
base with the "1" substituted, and additional GDG bases with whatever copy
numbers you intend to use VAULT in this profile. See section 7.8 for more details
on USTVAULT.

For example, a profile with DASDPREF=TECH.SERVER1!.COPY?,DASDGDG
will create backups:
TECH.SERVER1F.COPY1(+1) - for full merge backups
TECH.SERVER1IL.COPY1(+1) - for incremental merge backups
and the COPY1 will be changed to COPY2 (or optionally COPY3 to COPY9) for
the vault copies created by USTVAULT.

See Section 3.8 for details on data set name usage by the "reserved" profiles:
USTCATLG, USTFILEI, USTFILEC, USTARCH, USTMIGRT, and USTVLTxx.
If the profile is enabled for DASD, but the DASDPREF= operand is NOT
spspecified, and the TAPEPREF= operand IS specified, then the TAPEPREF=
(and TAPEGDG if specified) will be used to form the backup data set names for
both disk and tape backups.

Specifies a maximum size for sequential DASD backups, in kilobytes
(DASDMAXSIZE=500 means 512,000 bytes). Forincremental MERGE backups
to DASD, if the estimated size of the backup exceeds this value, the backup will
be redirected to sequential tape instead. Full MERGE backups will never be
redirected to tape. If specified, the profile must be enabled for sequential tape
backups as well as sequential DASD backups. However, the DASDPREF value
will be used to name the backup, not the TAPEPREF value.

The default is 0 (do not redirect DASD backups to tape).

Applies only to profiles where DASD (sequential disk) backups are enabled and
specifies a MVS disk unit name (any value that will allocate a disk device when
specified in a UNIT= parameter in JCL). This unit name will be used when
dynamically allocating the backup data set. The DASD volumes mounted on the
devices included in that unit name must include one or more volumes with a
mount attribute of STORAGE; if necessary, FDR/UPSTREAM will allocate the
backup data set on as many as 5 volumes (if that may STORAGE volumes are
available). Either DUNIT=, VOL= or STORCLAS= is required when the DASD
option is enabled. DUNIT= and VOL= cannot both be specified on the same
profile.

When MERGE BACKUPs are done and duplicate file support is invoked (see
Sections 1.4 and 3.8), this controls whether the duplicate files will be copied into
the backup file (DUPLICATE=COPY) or a pointer to the keyed backup in the "file-
data" cluster is inserted into the backup file (DUPLICATE=NOCOPY). COPY is
the default.

A special format of DUPLICATE= is used only in the special USTDUPFL profile.
DUPLICATE=NODELETE will prevent inadvertent deletion of the keyed
backups of the duplicate files. DUPLICATE=DELETE (the default) permits
deletion of the duplicate backups.
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GROUPID=
NOGROUPID

MERGE=

MGMTCLAS=
NOMGMTCLAS

MIGTHRESH=

GROUPID=xx (any 2 alphanumeric characters) is used to group profiles for
processing by the online utility programs USTMIGRT, USTMERGE and
USTVAULT (see Section 7 for details on these online utilities). For example,
when the operator enters a console command such as:

F UPSTREAM,MIGRTO01 or MERGEO1 or VAULTO1
the utility will only select profiles which specify GROUPID=01 (plus any profiles
which specify NOGROUPID). See Section 5.7 for details on the console
commands for invoking these utilities.

NOGROUPID can be used to reset GROUPID=xx, and it allows the profile to be
processed by any utility execution; because of this, if GROUPID is specified for
any profile, it should be specified for all profiles. The use of GROUPID=xx is
recommended since it automates the selection of backup profiles for utility
processing instead of depending on the operator to specify profile names. The
default is NOGROUPID.

For compatibility with earlier releases of FDR/UPSTREAM, VAULTID=xx and
NOVAULTID are accepted as aliases of GROUPID= and NOGROUPID.

MERGE=YES specifies that this profile is enabled for MERGE BACKUP
processing, as described in Section 1; the profile must also be enabled for DASD
(sequential disk) or TAPE (sequential tape) backups.

MERGE=DEFER also enables the profile for MERGE BACKUPSs, but in addition
requests that those backups be done with "deferred merge" processing.
MERGE=NO can be used on a MODIFY/COPY statement to reset the MERGE
option in an existing profile.

MERGE=NODEFER can be used on a MODIFY/COPY statement for a profile
which is already enabled for MERGE=DEFER; it will reset the DEFER option
leaving the profile enabled for MERGE=YES.

The default is MERGE=YES on a DEFINE.

MERGE BACKUP is the recommended backup technique for FDR/UPSTREAM-
MVS V2.3.2 and above. It is more efficient than non-merge full and incremental
backups, and allows for simpler restores. See Section 1.4 for details.

MGMTCLAS applies only to profiles where DASD (sequential disk) backups are
enabled if your MVS system has SMS (System Managed Storage) enabled. It
specifies a 1-8 character management class name that will be passed to SMS
during the dynamic allocation of the backup data set; it will be used by SMS if the
data set becomes SMS-managed (see STORCLAS=). Consult your storage
administrator or MVS system programmer for valid management class names.
Note that SMS may override or ignore your management class name, and may
assign a management class even if you do not specify one in the profile.
NOMGMTCLAS can be used on a MODIFY/COPY statement to turn off the
option in an existing profile. NOMGMTCLAS is the default on a DEFINE.

specifies a threshold for disk-to-tape migration. When the USTMIGRT utility is
run (see Section 5.7), it will look for sequential disk backups recorded under each
profile name. If the number of such backups equals or exceeds the
MIGTHRESH=nn value, USTMIGRT will migrate the least recent backups to tape
until the remaining number is nn-1. The default is 0 (which disables migration for
this profile).
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NEWNAME= Are permitted and required ONLY on a COPY statement, to specify the new

NEWPREF= profile name or new profile prefix to be assigned to the copied profile (see
WSNAME= and WSPROF= for an explanation of profile names and prefixes).
WSNAME= or WSPREF= must also be specified to identify the existing profile to
be copied. The existing profile will be modified by any other operands on the
COPY statement (if any) and saved under the new name. If that name already
exists, that profile will be replaced. Either NEWNAME= or NEWPROF= must be
specified; not both.

NEWTAPE= Can be specified only for a profile that is enabled for MERGE BACKUP (the

NONEWTAPE= MERGE option) and is used only when the backup is to sequential tape. It
controls when MERGE BACKUP will call for a new output tape.
NEWTAPE=FULL specifies that every full backup will call for a new output tape.
NEWTAPE=INCR specifies that every incremental backup will call for a new
tape. The two options are independent; either or both can be specified. The
default is that neither option is set; NONEWTAPE=FULL and
NONEWTAPE=INCR can be used on a MODIFY/COPY statement to reset these
options in an existing profile. You can combine the options, e.g.,
NEWTAPE=(FULL,INCR).

By default, only the first incremental backup after a full backup will call for a new
tape; the incrementals and the following full backup will all be written to the same
tape. Innovation recommends that you do not change the defaults; this provides
for the most efficient use of tape and minimizes data movement during full
MERGE BACKUPs.

ONLINE= Specifies the number of Online (keyed) backups which will be retained for this
workstation by FDR/UPSTREAM-MVS. It can have a value from 0 to 4096; O
prohibits the workstation from performing keyed backups. During the backup, if
this count is exceeded, the oldest backup version associated with this profile is
deleted. The operand is optional, with a default of 0 on a DEFINE.

Note: keyed backups are not recommended except in special circumstances.
However, ONLINE= must be specified for the USTDUPFL reserved profile if you
include it in your configuration; this profile is used for the special backup of files
which may be duplicated on various workstations as explained in Section 3.8 and
1.4.

PCMIGRATEONLY= If PCMIGRATEONLY=YES is specified, this profile can be used only for the
migration of files from a workstation; it cannot be used for normal backups. If set
to NO, the profile can be used for normal backups (subject to other operands
such as TRANSFER); these backups can include migrated files. Note that file
migration is different from the backup migration performed by the USTMIGRT
utility. See Section 1.6 for details on file migration

CONTINUED. . . .
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RETPD=
DRETPD=
EXPDT=

STORCLAS=
NOSTORCLAS

Applies only to profiles where DASD (sequential disk) or TAPE (sequential tape)
backups are enabled, and specifies the retention period in days (0 to 9999) or
Julian expiration date (yyddd) of the dynamically allocated backup data set. The
meanings are identical to the JCL parameters RETPD= and EXPDT=. However,
EXPDT= only accepts a 2-digit year number; years less than 70 are assumed to
be in the 21st century (20xx). Only one of the operands RETPD= or EXPDT=
can be specified.

If the profile is enabled for both DASD and TAPE, you can optionally specify a
retention period to be used only for disk with DRETPD=. If DRETPD= is specified
(even as DRETPD=0), then the RETPD/EXPDT value will be used only for tape;
if omitted, the RETPD value will apply to both disk and tape, but EXPDT will apply
only to tape and no expiration will be used for disk. They are all optional; by
default no retention or expiration is specified when the data set is allocated;
however, your DASD or TAPE management system may apply a default
retention.

FDR/UPSTREAM-MVS does not explicitly enforce these dates, but if you have a
DASD or TAPE management system which does, FDR/UPSTREAM-MVS will
recognize that the data set has been scratched or uncataloged during
USTMAINT execution. Special expirations, such as EXPDT=99000 for catalog
control, can be specified if they are meaningful to your tape management system;
catalog control is especially meaningful for tape GDGs, since older backups will
expire as they roll out of the GDG (exceed the maximum generations defined in
the GDG base).

Usage note: Users of the CA-1 tape management system, Version 5.1 or above,
can use EXPDT=99000 for catalog control even if your installation has the CA-1
option TRUXPD=YES set (to treat expirations as real dates). FDR/UPSTREAM-
MVS passes a dynamic allocation parameter to override that option if
EXPDT=99000.

WARNING: Be sure that the retention period or expiration date you specify
causes the backups to be retained for a sufficient period. Once the backups
are scratched by tape or disk management systems, they are no longer
available to FDR/UPSTREAM-MVS and the next execution of USTMAINT
will cause them to be deleted from UPSTREAM'’s records.

STORCLAS applies only to profiles where DASD (sequential disk) backups are
enabled if your MVS system has SMS (System Managed Storage) enabled. It
specifies a 1-8 character storage class name that will be passed to SMS during
the dynamic allocation of the backup data set and requests that the data set be
SMS-managed. Consult your storage administrator or MVS system programmer
for valid storage class names. Note that SMS may override or ignore your
storage class name, and may assign a storage class even if you do not specify
one in the profile. NOSTORCLAS can be used on a MODIFY/COPY statement
to turn off the option in an existing profile. NOSTORCLAS is the default on a
DEFINE.

Note: if your ACS routines assign an appropriate SMS data class, the FDR/
UPSTREAM backup may be allocated as an Extended Format (EF) data set
which may be striped or compressed by MVS. Although FDR/UPSTREAM
supports EF data sets, restores may perform poorly so they are not
recommended. If compression is required, it would be better to use High
Compression in FDR/UPSTREAM on the workstation.

CONTINUED . . .
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TAPE
TAPECOMP
NOTAPECOMP

TAPEGDG
NOTAPEGDG

TAPEPREF=

TAPESTORCLAS=

TRANSFER=

TAPE or TAPECOMP specifies that this profile will be permitted to perform
backups directly to MVS sequential tape (BSAM) data sets. When enabled for a
given profile, the TAPEPREF= and the TUNIT= or TAPESTORCLAS= options
must also be enabled. The default, on a DEFINE, is that sequential tape backups
are not permitted.

TAPECOMP applies only to 3480/3490 cartridge drives and causes FDR/
UPSTREAM to specify the TRTCH=COMP parameter when dynamically
allocating the tape backup to request hardware (IDRC) compaction of the tape
data set. IDRC compaction may be used even if TAPE is specified if compaction
is your system default. You may specify either TAPE or TAPECOMP, not both.
NOTAPECOMP may be specified on a MODIFY/COPY to convert the
TAPECOMP option in an existing profile to TAPE.

TAPEGDG functions like the DASDGDG operand described earlier, except that
it specifies that sequential tape backups are to be allocated as GDGs, and it
affects the name specified by the TAPEPREF= operand (see DASDGDG and
DASDPREF= for details). NOTAPEGDG may be specified on a MODIFY/COPY
to turn off TAPEGDG in an existing profile.

Note that the GDG operand used by earlier versions of FDR/UPSTREAM wiill still
be accepted, and will be treated like TAPEGDG.

Specifies the prefix of the data set name to be used for sequential tape backups
if the TAPE or TAPECOMP options are enabled. See the DASDPREF=
description for details of the data set name that will be created by UPSTREAM
for these backups. If the profile is enabled for sequential disk (DASD) backups,
but DASDPREF= is not specified, then the data set name prefix specified by
TAPEPREF= will also be used for DASD backups (and the TAPEGDG option will
control whether they are GDGS).

See Section 3.8 for details on the data set name usage by the "reserved" profiles:
USTCATLG, USTFILEI, USTFILEC, USTARCH, USTMIGRT, and USTVLTxx.

Note that the DSNPREF= operand used by earlier versions of FDR/UPSTREAM
will still be accepted, and will be treated like TAPEPREF=.

Applies only to profiles where TAPE (sequential tape) backups are enabled if
your system has SMS (System Managed Storage) enabled and you also have
SMS-managed tapes in your installation. TAPESTORCLAS= specifies a SMS
storage class name which will allocate an appropriate SMS-managed scratch
tape for tape backups. This storage class will be used when dynamically
allocating the backup data set. TUNIT= or TAPESTORCLAS= is required when
the TAPE or TAPECOMP option is enabled.

If TRANSFER=YES is specified, this profile can be used only for the transmission
of individual files to or from a workstation and the MVS host; it cannot be used for
normal FDR/UPSTREAM backups. The profile must be enabled for sequential
disk and/or sequential tape backups; the backup specifications in the profile will
be used for allocating the output file to receive files transmitted to MVS but the

output data set name may be optionally overridden by the user at transmission

time. See Section 1.5 for details. TRANSFER=NO may be used on a MODIFY
statement to reset the TRANSFER attribute.

NO is the default.

CONTINUED. . . .
-3-18 -

3.5



THE CONFIGURATOR DEFINE/MODIFY/COPY STATEMENTS 3.5

3.5 CONTINUED

TUNIT= Applies only to profiles where TAPE (sequential tape) backups are enabled and
specifies a MVS tape unit name (any value that will allocate a tape device when
specified in a UNIT= parameter in JCL). This unit name will be used when
dynamically allocating the backup data set. TUNIT= or TAPESTORCLAS= is
required when the TAPE or TAPECOMP option is enabled.

UNITCNT= Applies only to profiles where TAPE (sequential tape) backups are enabled and
specifies how many tape drives (1 or 2) will be allocated when doing tape
backups under this profile. 2 tape drives may be requested to avoid the delays
that occur while rewinding the tape and mounting a new output volume as each
tape volume is filled. The default is 1 tape drive.

VAULT Specifies if this profile is enabled for vaulting (VAULT) or not (NOVAULT). See
NOVAULT Section 7.8 for details on vaulting (USTVAULT). The reserved profiles (see
Section 3.8) may not be enabled for vaulting. The default is NOVAULT.

VOL= Applies only to profiles where DASD (sequential disk) backups are enabled and
specifies a MVS disk volume serial where the backup data set will be allocated.
One of DUNIT=, VOL= or STORCLAS= is required when the DASD option is
enabled. DUNIT= and VOL= cannot both be specified on the same profile; if
VOL= is specified a unit name of SYSALLDA will be used.
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THE CONFIGURATOR DELETE STATEMENT 3.6
THE CONFIGURATOR DELETE STATEMENT

The DELETE statement is used to delete a workstation profile from an existing configuration. It can
be input only when updating a configuration (USTCFGIN DD is present).

DELETE  WSNAME=profname

WSNAME= Specifies the name of the profile (or profile prefix, if the profile was created with
WSPREF-=) to be deleted, 1-8 characters. It is required.

THE CONFIGURATOR PRINT STATEMENT

The PRINT statement is used to print information about the configuration. It can print definitions of
individual workstation profiles, about the FDR/UPSTREAM options, or about the entire
configuration.

PRINT ALL|WSNAME-= profname
,LIST=LONG|PUNCH

ALL Specifies that information about the entire configuration be printed, including
FDR/UPSTREAM options from the MAIN statement and all profile definitions.

WSNAME= Specifies that only the definition of the specified profile (or profile prefix, if the
profile was defined with WSPREF=) be printed. Multiple profiles can be printed
by entering multiple PRINT statements. If neither ALL nor WSNAME= is
specified, then only the options from the MAIN statement and the definition of the
GLOBAL profile (if defined) will be printed.

LIST= LONG - lists the profiles in a format similar to the DEFINE statement.

PUNCH - lists the profiles in a format which duplicates the MAIN and DEFINE
statements necessary to reproduce the configuration. With minor editing, the
output can be turned into a data set which can be read back in by USTCONFG.

The operand is optional; the default is LONG.
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RESERVED PROFILES

There are several special "reserved” profile names which are used by FDR/UPSTREAM for special
purposes. They cannot be used as actual profile name by workstations. When creating a new
configuration, USTCONFG will add these special profiles automatically, with default values. If you
intend to use the special utilities associated with each reserved profile, you will probably want to
review and change those defaults.

The configuration must include a profile with a WSNAME of GLOBAL. The GLOBAL profile
specifies options to be used for any workstation profile name which is NOT defined in the
configuration. This allows end users to use any profile name (except where limited by security as
defined in Section 4) even if it is not in the configuration. If the GLOBAL profile is not defined, then
only profiles defined in the configuration can be used. A brand-new configuration which does not
include a DEFINE for GLOBAL will have a GLOBAL profile automatically defined, but it will be
disabled for all types of backups.

Three reserved profiles, with the WSNAMEs of USTCATLG, USTFILEI, and USTFILEC, must be
defined if you are going to use the USTREORG utility to dynamically reorganize the 3 data sets
which make up the FDR/UPSTREAM online repository. Those 3 profile names correspond to the
DD names of the 3 data sets. Each profile must be enabled for sequential disk or sequential tape
backups (but not both, if both are enabled, the disk backup parameters will be used). The backup
parameters will be used to dynamically allocate a backup data set used to hold a copy of the
contents of the data set being reorganized. For safety, the backup data set will be retained even if
the reorganization is successful. If the DASDGDG or TAPEGDG option is not specified, the
DASDPREF=/TAPEPREF= value can be up to 26 characters long; USTREORG will add the date
and time as ".Dmmyydd.Thhmmss" at the end to form a unique name. See Section 5.7 for more
details.

GDGs are recommended so that older backups will automatically be uncataloged as new
reorganizations are done. The GDG base should be defined with 2 or more generations, keeping
several copies of the backup for safety. Do not let the backup expire immediately after the
reorganization . If you do not use a GDG, you are responsible for deleting unneeded backups.

The reserved profile USTARCH must be defined if you are going to execute the USTARCH utility

under the FDR/UPSTREAM main task, to move non-keyed backups to tape (USTARCH can also

be executed in batch when the online task is down). The profile must be enabled for sequential tape
backups; the tape backup parameters will be used to dynamically allocate an output Archive tape

data set. Ifthe TAPEGDG option is not specified, the TAPEPREF=value can be up to 26 characters
long; USTARCH will add the date and time as ".Dmmyydd.Thhmmss" at the end to form a unique

name. See Section 7.5 for more details.
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The reserved profiles USTMIGxx (xx is any 2 alphanumeric characters) must be defined if you are
going to execute the USTMIGRT utility to migrate sequential disk backup data sets to tape. You
must have at least one USTMIGxx profile (usually USTMIGRT) if you plan to use USTMIGRT;
additional USTMIGxx profiles can be used to segregate migration processing for various workstation
profiles to provide more control over migration and allow multiple migration tasks to run concurrently;
assignment of a workstation profile to a migration profile can be done with the GROUPID=xx
operand in the configuration or can be assigned dynamically during migration. Each USTMIGxx
profile must be enabled for sequential tape backups; the tape backup parameters will be used to
dynamically allocate an output tape to which the disk backups will be migrated. The TAPEPREF=
value will be used to create a dummy (empty) data set as the first file on the tape; additional files will
be added to the tape to contain the migrated backups using their original names. If the TAPEGDG
option is not specified, the TAPEPREF= value can be up to 26 characters long; USTMIGRT will add
the date and time as ".Dmmyydd.Thhmmss" at the end to form a unique name.

Note that if the NEWTAPE option is specified on the console command which invokes USTMIGRT
(See Section 5.7), the USTMIGxx profile will be checked to be sure it is enabled for sequential tape
backups, but the parameters in the profile will not actually be used, since each backup is written to
a unique tape according to the tape parameters in the workstation profile; no dummy file is written.

The FORWARD option also causes no dummy file to be written. See Section 7.7 for more details.

If you use the FDR/UPSTREAM ISPF dialogs or the FDR/UPSTREAM-PC screens to manage the
USTMIGxx profiles, they are automatically enabled for tape backups, and the parameters for tape
backup are labeled "Migrate Tape" to clearly indicate their function. Other profile parameters which
do not apply to this special profile are inhibited.

The reserved profiles USTMERXxx (xx is any 2 alphanumeric characters) must be defined if you are
going to take DEFERRED MERGE BACKUPs (MERGE BACKUPS for profiles with the
MERGE=DEFER option set in the configuration); they are used during the execution of the
USTMERGE utility which completes the MERGE BACKUPs. You must have at least one
USTMERXxx profile (usually USTMERGE) if you do DEFERRED MERGE BACKUPs; additional
USTMERXxx profiles can be used to segregate merge processing for various workstation profiles to
provide more control over merging and allow multiple merge tasks to run concurrently; assignment
of a workstation profile to a merge profile can be done with the GROUPID=xx operand in the
configuration or can be assigned dynamically during merge. Each USTMERXxx profile must be
enabled for sequential tape backups; the tape backup parameters will be used to dynamically
allocate an output tape to which the completed MERGE BACKUPs will be written. The TAPEPREF=
value will be used to create a dummy (empty) data set as the first file on the tape; additional files will
be added to the tape to contain the completed MERGE BACKUPs. If the TAPEGDG option is not
specified, the TAPEPREF= value can be up to 26 characters long; USTMERGE will add the date
and time as ".Dmmyydd.Thhmmss" at the end to form a unique name.

Note that if the NEWTAPE option is specified on the console command which invokes USTMERGE
(See Section 5.7), the USTMERXxx profile will be checked to be sure it is enabled for sequential tape
backups, but the parameters in the profile will not actually be used, since each backup is written to
a unique tape according to the tape parameters in the workstation profile; no dummy file is written.

See Section 7.9 for more details.

If you use the FDR/UPSTREAM ISPF dialogs or the FDR/JUPSTREAM-PC screens to manage the
USTMERXxx profiles, they are automatically enabled for tape backups, and the parameters for tape
backup are labeled "Merge Tape" to clearly indicate their function. Other profile parameters which
do not apply to this special profile are inhibited.
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The reserved profiles USTVLTxx (xx is any 2 alphanumeric characters) must be defined if you are
going to execute the USTVAULT utility to create secondary copies of sequential backups on tape
for disaster recovery. You must have at least one USTVLTxx profile (usually USTVLTO1) if you plan
to use USTVAULT; additional USTVLTxx profiles can be used to segregate vault processing for
various workstation profiles to provide more control over vaulting and allow multiple vaulting tasks
to run concurrently; assignment of a workstation profile to a vault profile can be done with the
GROUPID=xx operand in the configuration or can be assigned dynamically during vaulting. Each
USTVLTxx profile must be enabled for both sequential disk and sequential tape backups. The tape
backup parameters will be used to dynamically allocate an output tape on which the secondary
backups will be created. The TAPEPREF= value will be used to create a dummy (empty) data set
as the first file on the tape. TAPEPREF= must have a value different from the prefix used to create
the backups it is vaulting, i.e., it must be different from the TAPEPREF= or DASDPREF=in the
original profiles.

Additional files will be added to the tape to contain the secondary backups using their original
names (except that the copy number, specified by a ? in the DASDPREF=/TAPEPREF= in the
workstation profile) is changed from '1' to another copy number from '2' to '9' (2 is used by default).

The DASDPREF= value in the USTVLTxx profile is used to create a "control” file which is
temporarily stored on disk and is copied as the last file on the tape at the end of USTVAULT
processing. If the DASDGDG/TAPEGDG option is not specified, the DASDPREF=/TAPEPREF=
value can be up to 26 characters long; USTVAULT will add the date and time as
"Dmmyydd.Thhmmss" at the end to form a unique name. However, GDGs are recommended for
USTVLTxx profiles. DASDPREF= and TAPEPREF= cannot specify the same value.

The TAPEPREF= and DASDPREF= values in the USTVLTxx profile may also contain a ? within
the name, just like the PREF= values in the workstation profiles processed by vaulting. Itis optional,
but if present, USTVAULT will substitute the copy number (2 to 9) in the name of the dummy file
and the control file. This is strongly recommended if you plan to create vault copies other than the
default of copy 2.

If you use the FDR/UPSTREAM ISPF dialogs or the FDR/UPSTREAM-PC screens to manage the
USTVLTxx profiles, they are automatically enabled for tape and disk backups, and the parameters
for backups are labeled "Vault Tape" for the dummy file and "Vault Control File" for the control file
to clearly indicate their function. Other profile parameters which do not apply to this special profile
are inhibited.

See Section 7.8 for details.

CONTINUED . . .
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USTDUPFL The reserved profile USTDUPFL can optionally be used with MERGE BACKUPS to reduce the
PROFILE overhead of backing up files which are duplicated on many workstations, such as those associated
with operating systems (DOS, WINDOWS, etc.), word processors, and other software packages. If
you include USTDUPFL in your configuration, it must be enabled for keyed backups (ONLINE=1 or
more) and should not be enabled for any other type of backup. A USTDUPFL profile, enabled for
keyed with DUPLICATE=NOCOPY set, will be automatically included in any new or updated
configuration by USTCONFG.

When software as described above is installed on various workstations, most of the files
(executable programs, graphics, screen layouts, etc.) will be identical on each workstation; only
configuration and data files are usually unique. Although FDR/UPSTREAM has no problem
backing them up from each workstation, the additional overhead when a new version is installed on
many workstations may be considerable.

To avoid this problem, you can do a special keyed backup of the directories containing the duplicate
files (e.g., the DOS, WINDOWS, MSWORD directories) using the special USTDUPFL profile name.
This backup can be done from any workstation on which the software is installed. Alternately, if
DUPLICATE=AUTO is enabled in the MAIN options, FDR/UPSTREAM will automatically monitor
all MERGE BACKUPS for files which appear to be duplicates, and will store the duplicates as keyed
backups under USTDUPFL. The backups are stored in the "file-data" cluster (like any keyed
backup).

During a full or incremental MERGE BACKUP, the workstation will automatically send all files that
are flagged as having been updated since the last backup (the "archive" flag) but can optionally not
send those that have an update timestamp in the last (30 days by default); this includes most files
installed as part of a software package. For any files that have not been sent by the workstation,
the MERGE BACKUP will copy them from previous incremental or full MERGE BACKUPs if they
exist there. Finally, files that were not found on the previous backups will be requested from the
workstation.

Itis in this last step that the duplicate file support is invoked. Before requesting the unmatched files
from the workstation, FDR/UPSTREAM-MVS will check to see if there is a backup of a file with a
matching name, update timestamp, and file size under the USTDUPFL profile. The name
comparison does not include drive/directory information, so it will match even if it is on a different
drive or directory from the USTDUPFL backup. If a match is found, it will either be copied to the
output backup, or a pointer to it included in the backup (depending on the DUPLICATE= operand
in the configuration) instead of requesting it from the workstation, avoiding considerable overhead.

With this duplicate file support, directories containing files that may be duplicated on many other
workstations must be backed up once under the USTDUPFL profile, from any workstation, before
the next MERGE BACKUP of any of those workstations.

The normal rolloff of old keyed backups (based on the ONLINE= value) will not be done for backups
under USTDUPFL; obsolete versions of duplicate files stored under USTDUPFL must be done
manually from a workstation using the profile management function of FDR/UPSTREAM-PC. Even
this manual deletion will be inhibited if the DUPLICATE=NODELETE option is setin the USTDUPFL
profile; this option is recommended if any backup profiles have DUPLICATE=NOCOPY set to
prevent inadvertent deletion of duplicate files still in use.

See Section 1.4 for additional information.

CONTINUED . . .
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Profiles starting with "DUMMY" can be defined for backup simulation and testing. You must not
create profiles beginning with DUMMY for any other purpose.

When a backup is done under a DUMMYxxx profile name, FDR/UPSTREAM-PC will recognize this
special profile name and go into simulation mode. FDR/UPSTREAM will perform all of the normal
actions for whatever type of backup you have requested, except that no file data will be transmitted.
File descriptions will be transmitted to the host, and FDR/UPSTREAM-MVS will create backup files,
but none of the actual data will be included.

These DUMMY profiles can be used to test the operation of FDR/UPSTREAM, to verify that the
correct files are being selected, and to verify that the correct backups will be created on the host.
You can inquire on these backups, but any attempt to actually restore from them will fail.

We suggest that you use them by creating a DUMMY xxx profile with the exact same parameters as
the profile you intend to use for production (the COPY command of USTCONFG can be used for
this), then run simulated backups with the DUMMY xxx profile in the same sequence that you will run
the production backups. Once you are satisfied that the process is working, you can delete the
backups under DUMMYxxx and begin production backups under the real profile.
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SAMPLE CONFIGURATION

The following sample configuration is provided as member USTCFGOL1 in the FDR/UPSTREAM ICL
(Installation Control Library). It serves as a sample of a simple configuration. However, Innovation
recommends that the actual definition and maintenance of the configuration be done with the FDR/
UPSTREAM ISPF dialog (see Section 6); profile definitions can also be maintained from a
workstation using FDR/UPSTREAM-PC.

* DEFINE ENVIRONMENT TO FDR/UPSTREAM-MVS
MAIN APPLID=UPSTREAM,SECLVL=0,SUBSYS=UPSTREAM,
SORTUNIT=SYSDA ,WTOCOMP ,MAXTASKS=200

*
* DEFINE BACKUP PROFILES (WORKSTATION ID'S)
* _____________________________________________________________________
* PC8: ALLOW FULL AND INCREMENTAL "MERGE" BACKUPS TO TAPE
* FDR/UPSTREAM-MVS WILL COMPLETE THE DSNAME WITH THE PROFILE NAME AND
* VERSION DATE. TAPES WILL BE SCRATCHED BY TAPE MANAGEMENT SYSTEMS
% AFTER 30 DAYS.
Koo m o m e e e e e e e e e e e e e e e e e e e
DEFINE WSNAME=PC8,ONL INE=0,ARCHIVE=0,6 MERGE,

TAPECOMP, TUNIT=CART ,RETPD=30,

TAPEPREF=USER8.BACKUPS

WSTECH: IS A GROUP ENTRY DEFINING A SET OF PROFILES WITH
IDENTICAL CHARACTERISTICS. AT THE WORKSTATION, ANY PROFILE NAME
THAT STARTS WITH "WSTECH" CAN BE USED.

T ALLOWS FULL AND INCREMENTAL "MERGE" BACKUPS TO TAPE.

USING GDG DATASET NAMES. SINCE THE LAST INDEX IN THE TAPEPREF

IS THE NAME OF THE PROFILE PREFIX (WSTECH), UPSTREAM WILL REPLACE
THAT INDEX WITH THE ACTUAL PROFILE NAME USED (E.G., WSTECH12).
GDG BASES MUST BE PREBUILT FOR EACH FULL PROFILE NAME TO BE USED.
TAPE MANAGEMENT SYSTEMS WILL SCRATCH THE TAPES WHEN THEY ROLL OFF
OF THE GDG BASE.
DEFINE WSPREF=WSTECH,ONLINE=0,ARCHIVE=0,MERGE,
TAPECOMP , TUNIT=CART,6EXPDT=99000,
TAPEPREF=USER.BACKUP .WSTECH,6 TAPEGDG

R ol Sl S S S S e S e S

*
*
* PC7: ALLOW FULL AND INCREMENTAL "MERGE" BACKUPS TO TAPE AND DISK,
* USING A PREDEFINED GDG. FDR/UPSTREAM-MVS WILL ALLOCATE THE NEXT
* GDG GENERATION. DISK BACKUPS wWILL BE SMS-MANAGED. "DEFERRED MERGE"
* BACKUPS WILL BE USED. THE PROFILE IS ASSIGNED TO GROUP "01" FOR
k ONLINE UTILITY EXECUTION.
* _____________________________________________________________________
DEFINE WSNAME=PC7,0NLINE=0,ARCHIVE=0,MERGE=DEFER,GROUPID=01,
TAPECOMP , TUNIT=CART,EXPDT=99000,
TAPEPREF=USER7 .BACKUPS .ONTAPE,TAPEGDG,
DASD,DUNIT=SYSDA,
STORCLAS=BACKUP,MGMTCLAS=LANBKUP,
DASDPREF=USER7 .BACKUPS.ONDISK,DASDGDG
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* PC#1 ALLOW 4 NON-KEYED BACKUPS
DEFINE WSNAME=PC1,ARCHIVE=4

Ko o m e e il
* PC#2 ALLOW NO KEYED AND 1 SEQUENTIAL TAPE BACKUP
X FDR/UPSTREAM-MVS WILL CONSTRUCT THE FULL DATASET NAME

DEFINE WSNAME=PC2,60NLINE=0, TAPE,
TUNIT=TAPE, TAPEPREF=USER1.BACKUP

B T T T I T T T T T
* PC#3 ALLOW SEQUENTIAL SMS-MANAGED DISK BACKUPS ONLY
X FDR/UPSTREAM-MVS WILL CONSTRUCT THE FULL DATASET NAME

DEFINE WSNAME=PC3,0ONLINE=0,ARCHIVE=0,DASD,DASDPREF=USER2.BACKUP,
MGMTCLAS=BATCH,STORCLAS=CACHED ,DUNIT=SYSDA

Ko o m m e e e e e il
* PC#4 ALLOW SEQUENTIAL TAPE AND DASD BACKUPS
X FDR/UPSTREAM-MVS WILL CONSTRUCT THE FULL DATASET NAME

DEFINE WSNAME=PC4,ONL INE=0,ARCHIVE=0,TAPE,6DASD,
TAPEPREF=USER3.BACKUP,
TUNIT=3480,DUNIT=SYSDA ,MCMTCLAS=BATCH

Ko o m e e e il
* PC#5 ALLOW 5 NON-KEYED AND TAPE BACKUPS
* FDR/UPSTREAM-MVS WILL CONSTRUCT THE FULL DATASET NAME

DEFINE WSNAME=PC5,ARCHIVE=5,6TAPE,
TUNIT=CART, TAPEPREF=USER4 .BACKUP

B T T T T T T T TR
* PC#6 ALLOW DASD BACKUPS TO A PRE-DEFINED GDG
X FDR/UPSTREAM-MVS WILL ALLOCATE THE NEXT GDG GENERATION

DEFINE WSNAME=PC6,0NLINE=0,ARCHIVE=0,DASDGDG,DASD,DUNIT=SYSDA,
DASDPREF=USER6 .DAILY.BACKUPS.DASDGDG

Ko o m m e e e e e il

Ko o m m e e e e e el

* PRINT THE CONFIGURATION

Ko o m m e e e e e e
PRINT ALL
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SECURITY 4.0
OVERVIEW

FDR/UPSTREAM-MVS interacts with your mainframe security system, if you have one, to provide
workstation and data set security.

UPSTREAM/MVS provides 4 levels of workstation security from which to choose. Specify the
desired level in the configuration source file "MAIN" record (See Section 3, "CONFIGURATION" for
a description of the "MAIN" configuration record.).

Briefly, the 4 security levels are:
Level-0: No security.
Level-1: Verify the entered Userid and Password only. (This is the default value.)

Level-2: Verify the entered Userid and Password, and additionally verify that the Userid has
authority to use the entered workstation profile name. Level-2 security can also restrict certain
Userids from restoring files from tape (Archive backups and sequential tape backups).

Level-3: Same as level-2, except that if the profile name specified at the workstation is the same as
the userid specified, the userid is automatically authorized to that profile.

If you specify (or default to) level-1, level-2 or level-3 security, you will need to configure your
security system as described later in this section.

If you wish to limit tape mounts, level-2 or 3 security allows you to permit certain users to restore
from backups on disk, but not from backups on tape.

FDR/UPSTREAM-MVS is also subject to data set security rules for the data sets it accesses, just
like any other job or started task. Data set access is not done under the authority of the Userid
entered by the workstation; rather it is done under the authority of whatever security Userid you have
assigned to the FDR/UPSTREAM-MVS started task. Consult the documentation of your security
system for details on assigning security IDs to started tasks.

FDR/UPSTREAM-MVS batch jobs (such as USTARCH) are subject to the authority of the Userid
assigned to that batch job (probably by the USER= operand on the JOB statement).

FDR/UPSTREAM-MVS should be given CREATE and UPDATE authority to its Online Repository
data sets, and also to any data set names which will be created by sequential disk or sequential tape
backups, as specified by the DASDPREF= and TAPEPREF= operands on DEFINE/MODIFY
statements in the FDR/UPSTREAM configuration (see Section 3 "Configuration™).

If the File Transfer option of FDR/UPSTREAM is used (see Section 1.4), the output data sets
created by file transfer are subject to the security of the userid under which the transfer is run. In
other words, that userid must be authorized to create the output data sets used by the file transfer.
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4.2 SECURITY PARAMETERS

THE "SECLVL"
PARAMETER

THE "SUBSYS"
PARAMETER

The "SECLVL=" parameter in the configuration "MAIN" record specifies the level of security FDR/
UPSTREAM-MVS is to employ for all requests from any workstation. For SECLVL=1, 2, or 3, a valid
security Userid and Password must be entered as part of the MVS/UPSTREAM request; the Userid/
Password will be validated as shown below.

The permissible levels and their meanings are:

SECLVL=0 This level will cause FDR/UPSTREAM-MVS to perform NO security checking
whatsoever. FDR/UPSTREAM-MVS will still verify that the Workstation Profile
Name exists in the FDR/UPSTREAM Configuration and that the profile allows
the type of backup requested, but no calls will be made to your security system.
Note that if the configuration contains a GLOBAL profile, this profile will be used
for any profile name which does not exist in the configuration, effectively
allowing any profile name to be used by any workstation.

SECLVL=1 Specifying this level will cause FDR/UPSTREAM-MVS to issue a security call
to verify that the entered Userid is defined to your security system and that the
entered Password is correct for that Userid. The Userids used with FDR/
UPSTREAM may be those already existing in your security system, or special
Userids established just for UPSTREAM, or a combination of both. As with
SECLVL=0, the Profile Name and backup type will also be verified against the
FDR/UPSTREAM configuration. No authorization check will be made against
the Profile Name. This means a User with a valid Userid and Password is
permitted to backup or restore data using any valid Profile Name.

SECLVL=1 is the default

SECLVL=2 This is the most restrictive level available. In addition to the checks done for
SECLVL=0 and 1, a security call will be issued to verify that the Userid is
authorized to use the Profile Name entered. Employing SECLVL=2 will prevent
a User with a valid Userid and Password from backing up or restoring data
under an unauthorized workstation Profile Name. Users may be granted full
backup and restore authority, or they may be authorized to perform only
backups or only restores. For restores, another security call will be done to
determine the Userid's authority to request restore from tape; if archive or
sequential tape backups have been done under the Profile Name, some
Userids can be restricted from mounting tape. Users can also be granted the
authority to modify the definition of certain profiles, using the configuration
modification facility under FDR/UPSTREAM at the PC. Special security rules
must be established to define authority to the Profile Names.

SECLVL=3 This is the same as SECLVL=2 with one difference. If the Profile Name entered
at the workstation is the same as the Userid entered, FDR/UPSTREAM will
assume that the userid is authorized to do backups and restores under that
Profile Name without further checking. This reduces overhead and also
simplifies the security rule definition; if you create a security Userid with the
same name as every workstation Profile Name, you do not need to explicitly
authorize the Userid to the Profile.

The "SUBSYS=" parameter on the configuration "MAIN" record specifies a value that will be used
on security calls (if SECLVL=1, 2 or 3) to identify the "subsystem" and "requester" of the security
request. It is optional; if not specified, the value "UPSTREAM" will be used. For some security
systems, as described later in this section, this name may need to be defined to the system to permit
these requests.
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IMPLEMENTATION 4.3
IMPLEMENTATION

Security checks are implemented in FDR/UPSTREAM-MVS by issuing RACROUTE macros, which
call the MVS SAF (Security Access Facility) Router. SAF will route the security check to your
security system. So, FDR/UPSTREAM supports any security system that supports SAF. This
includes RACF from IBM, TOP SECRET and ACF2 from Computer Associates, and others. Specific
notes about these three security systems appear later in this section.

Implementing SECLVL=0 security within FDR/UPSTREAM-MVS requires no modifications to your
mainframe security system. FDR/UPSTREAM-MVS will perform NO calls to the MVS SAF Router.

Implementing SECLVL=1 security within FDR/UPSTREAM-MVS requires only minor modifications
to your mainframe security system. Level-1 security issues RACROUTE TYPE=VERIFY to verify
the Userid and Password.

SECLVL=2 and 3 allow you to define security rules so that only certain Userids can use certain
profile names; they also allow you to grant certain Userids the authority to do only backups or only
restores.

In addition to those authorization checks done for Level-1 security above, SECLVL=2 or 3 issues a
RACROUTE TYPE=AUTH,CLASS="$UPSTRM',ENTITY="profilename', ATTR=type

to verify that the Userid is authorized to use the Workstation Profile Name sent from the Workstation.
For compatibility with earlier releases, if class $UPSTRM is not found, an additional check will be
done with class WSIDENT. If the Userid is not authorized to the Profile Name, but the profile
definition was provided in the FDR/UPSTREAM configuration by a PREFIX= entry instead of an
explicit PROFILE=entry (See Section 3.5), a second check is done to see if the Userid is authorized
for the prefix name; this allows one Userid to be authorized for all profile names that begin with the
specified prefix.

However, if SECLVL=3 is in effect, and the Userid specified at the workstation matches the Profile
Name entered (or the name of the PREFIX= profile entry in the FDR/UPSTREAM configuration
which matches the Profile Name), the Userid is automatically considered to be authorized for
UPDATE to that Profile Name; the RACROUTE for the Profile Name will not be done. This can
greatly simplify the setup of the security rules, since the profile names do not have to defined, only
the userids.

"type" is the type of authority requested. You must give the userid UPDATE authority if it is permitted
to do backups and restores. Give it ALTER authority if the userid is authorized to modify the profile
definition from the PC (ALTER also allows backups and restores).

You may also give users the authority to perform only one type of operation by granting them only
READ access. The type of access granted is defined by the RACFUPD= option in the global FDR/
UPSTREAM-MVS configuration (See Section 3.4). RACFUPD=BACKUP means that READ users
can only do restores; it should be used when you want to protect against unauthorized backup while
allowing some users to do restores at wil. RACFUPD=RESTORE (the default) grants READ users
the authority to do backups only and protects against unauthorized or ill-considered restores.

Note: FDR/UPSTREAM profile names which are not protected in your security system can be
used by any userid.
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By default, any authorized user can do restores from either tape or disk backups. But if you want to
limit tape mounts by allowing only certain users to restore from tape backups, you can do so under
SECLVL=2 and 3.

For a restore request, a RACROUTE will be issued:
RACROUTE TYPE=AUTH,CLASS="$UPSTRM'ENTITY="TAPEMOUNT' ATTR=UPDATE

If the Userid is authorized to this name, then the Workstation will be permitted to request restores
that require tape mounts (restore from Archive and from sequential tape). If not, only disk restores
will be permitted. TAPEMOUNT allows you to give global tape restore authority to selected users.

However, if TAPEMOUNT has not been defined as a resource to your security system (resource not
found), MVS/UPSTREAM will repeat the check using a entity name of "Rprofilename", i.e., the
profile name with an R in front of it. This allows you to give a Userid tape restore authority for certain
profiles and not for others.

If neither resource (TAPEMOUNT and Rprofilename) is defined to your security system, all tape
restores will be allowed.

If you are using SECLVL=3, the check for tape mount authority will still be done for restores, as
described above.

You can use either the TAPEMOUNT or Rprofilename resource names to control tape mounts, but
not both. TAPEMOUNT is much simpler; you simply define that one resource and give the
appropriate Userids UPDATE access to it.

To implement Level-1 security, you will need to:

verify that the SAF interface is enabled for your security system (RACF and TOP SECRET
always support SAF).

»  modify security tables to allow security calls from the subsystem named by the SUBSYS=
parameter (default UPSTREAM). This may not be necessary for some security systems, as
described later in this section.

» define any Userids for use with FDR/UPSTREAM which are not already defined to your security
system.

To implement Level-2/3 security, perform these additional steps:

» define aresource class of SUPSTRM (a class of WSIDENT is also acceptable if already in use
with an earlier release, but Innovation recommends you convert to SUPSTRM for compliance
with IBM recommendations for user-defined resource classes).

» define resource names under that class corresponding to the workstation profile names which
will be used with FDR/UPSTREAM; generic resource names are acceptable. If you have
defined PREFIX= profiles in the FDR/UPSTREAM configuration, you can either define resource
names equal to the prefix names (to give a Userid authority to all of the profiles under that
prefix), or you may define the actual profile names to be used, or both. If SECLVL=3is enabled,
you do not need to define the profile names (or prefixes) if the Userids themselves match the
profile names or prefixes. Be sure to specify that the universal (default) access is NONE (for
RACF, UACC(NONE)).

» authorize appropriate Userids to have READ, UPDATE or ALTER access to those profile
names they are permitted to use.

» if you wish to restrict restores from tape for certain userids (described above), you must define
a resource of TAPEMOUNT under the $UPSTRM (or WSIDENT) class, to grant global tape
restore authority, or define resources of "Rprofilename" (profile name preceded by letter R) to
grant tape restore authority for specific profiles. If you use this facility, Innovation recommends
the use of the TAPEMOUNT resource. Then you must authorize appropriate Userids to those
profiles with UPDATE authority.

CONTINUED. . . .
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A special profile name of "USTRGSTR" must be security authorized for UPDATE for any userid that
is allowed to display or update the FDR/UPSTREAM Registered Name table from ISPF or from the
equivalent FDR/UPSTREAM-WORKSTATION display; USTRGSTR does not need to be defined in
the FDR/UPSTREAM configuration. The Registered Name Service is described in Section 8.8. The
ISPF dialog for display and update of the table is described in Section 6.7; use of the ISPF dialog or
the equivalent workstation service requires authority to profile USTRGSTR if SECLVL=2 is in effect.
There are no special security requirements for a workstation to register its own name.

There is a special security check done for FDR/UPSTREAM functions requested via USTBATCH,
which is completely documented in Section 8.

This special check simplifies security requirements when running USTBATCH. When a security
system is active, a security userid must be associated with every batch job. This userid can be
specified by the USER= parameter on the JOB statement, or can be the userid of the TSO user or
other job which submitted the batch job. Since this userid and its password have already been
validated, if the same userid is being used for the FDR/UPSTREAM operation, there is no need to
revalidate it or respecify the password.

When USTBATCH initiates its conversation with the FDR/UPSTREAM online task, the online task
will extract the userid of the USTBATCH job; several validation techniques are used to ensure that
the calling program is actually a USTBATCH job. This is done only if CONV=KEEP or WAIT was
specified to USTBATCH and only if USTBATCH is executing as a APF authorized program (under
TSO, USTBATCH must be defined as an authorized program as described in Section 2.12).

Later, when the function request has been sent to the workstation and is being initiated by the
workstation, FDR/UPSTREAM will compare the security userid associated with the request with the
userid extracted from the USTBATCH job; if they match, FDR/UPSTREAM will not require or
validate a password. It will use the userid for security checking as though a valid password had been
provided. Note that if SECLVL=2 or 3 is in use, that userid must still be authorized to the profile
associated with the request, as described earlier.

To summarize, if the security userid associated with a request from USTBATCH matches the userid
of the USTBATCH job, FDR/UPSTREAM assumes that the password of that userid has already
passed validation. For installations that change passwords regularly, this means that the password
need be changed only in the TSO logon or USTBATCH JCL and does not need to be changed (or
even specified) in the USTBATCH parameters or FDR/UPSTREAM-PC parameters.

If the userid does not match, then normal validation will be done on the userid associated with the
UPSTREAM request and a password will be required. This is also true if the userid cannot be
extracted from the job or the USTBATCH job does not pass the FDR/UPSTREAM validation checks.

To simplify use of this feature, USTBATCH accepts a statement: USERID &JOB
which automatically copies the userid associated with the USTBATCH job and makes it the userid
associated with the USTBATCH-initiated request.

Warning: for ULTra users only, the USERID &JOB statement is honored only for the first
backup requested in the USTBATCH job.

When USTBATCH is used to submit FDR/UPSTREAM-MVS console commands, there are two
classes of commands for security purposes:

¢ All commands will check for READ authority to a dummy profile name of USTCMD. This profile
does not need to exist in the FDR/UPSTREAM configuration, but you can define a security rule
for that profile name to control the ability to execute UPSTREAM console commands through
USTBATCH.

e Commands which execute in a subtask and have an associated profile name will do hormal
security checking against that profile. These are listed in Section 5.7 Online Utility Execution
and the profile names associated with each are listed in Section 3.8 Reserved Profiles. For
example, a command of VAULTO3 requires authority to the profile USTVLTO03. This allows you
to restrict certain subtask-type commands to certain userids.

CONTINUED . . .
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RACF CONSIDERATIONS

These are considerations for implementing FDR/UPSTREAM-MV'S security under RACF from IBM.
These notes and procedures should be verified in the appropriate manuals for your level of RACF.

If you are using Level-1, 2 or 3 security, you will need to update the installation-defined RACF
Router Table ICHRFROL1 to include the subsystem name and resource class used by FDR/
UPSTREAM, so that SAF will pass those requests to RACF.

This is a sample of the ICHRFRTB macro required to define FDR/UPSTREAM. This should be
added to the entries you already have in this table, if any. Consult your RACF documentation for
details on assembling this table.

SUPSTRM ICHRFRTB CLASS=SUPSTRM, X
REQSTOR=UPSTREAM, == omit if RACF 1.9+ X
SUBSYS=UPSTREAM, <== omit if RACF 1.9+ X

ACT I ON=RACF

If you have specified the SUBSYS= parameter in the FDR/UPSTREAM configuration with a value
other than UPSTREAM, change the REQSTOR= and SUBSYS values to match.

If you are using RACF 1.9 or above, the REQSTOR= and SUBSY S= parameters should be omitted;
if you are using only Level-1 security, this table update is not required at all for RACF 1.9+.

If you are using Level-2 or 3 security, you must define the SUPSTRM class by updating the
installation-defined class-descriptor table ICHRRCDE.

This is a sample of the ICHERCDE macro required to define class $UPSTRM. This should be added
to the entries you already have in this table, if any. Consult your RACF documentation for details on
assembling this table.

SUPSTRM ICHERCDE CLASS=SUPSTRM,
ID=129, <=value of your choice, see RACF doc
POSIT=23, <=value of your choice, see RACF doc
MAXLNTH=9,
FIRST=ALPHANUM,
OTHER=ANY,
DFTUACC=NONE,
OPER=NO

XX X X X X X

Once the Class Descriptor Table has been updated and activated, resource checking for the
$UPSTRM class must be activated by a security administrator using the command:

SETROPTS CLASSACT(3UPSTRM)

Now you can begin defining workstation profile names under the $UPSTRM class with the
RDEFINE command, and granting the appropriate access to them by specified Userids with the
PERMIT command.
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TOP SECRET CONSIDERATIONS

These are considerations for implementing FDR/UPSTREAM-MVS security under TOP SECRET
from Computer Associates. These notes and procedures should be verified in the appropriate
manuals for your level of TOP SECRET.

Note that the security subsystem name (defined by the SUBSYS= operand on the MAIN statement
in the FDR/UPSTREAM-MVS configuration) is not used for security calls to TOP SECRET.

In order that FDR/UPSTREAM-MVS be able to verify Userids and Passwords, it must be defined as
a "facility” to TOP SECRET. The following is a sample of the input required to do this definition. It
replaces "USER10", one of the user-defined facility names provided by TOP SECRET,; if this name
has already been used, choose another available name. You should verify in TOP SECRET
documentation that the options shown are correct for your installation.

*k
* Sample Top Secret facility definition for UPSTREAM
*k

FAC
FAC

(USER10=NAME=UPSTREAM)
(UPSTREAM=PGM=UST)
FAC(UPSTREAM=NOSTMSG,SIGNs ,NOINSTDATA)
FAC(UPSTREAM=NORNDPW,NOASUBM)
FAC(UPSTREAM=MODE=FAIL)
(
(
(

FAC(UPSTREAM=LOG(INIT,MSG))
FAC(UPSTREAM=UIDACID=8,LOCKTIME=0)
FAC(UPSTREAM=DEFACID (%kNONE>*) ,KEY=8)

If you are using level-2 security, the resource class $UPSTRM must be defined to TOP SECRET
using a command similar to that shown below.

* Sample Top Secret resource class definition (RDT) for the

* "SUPSTRM" resource class used by UPSTREAM

k

TSS ADD(RDT) RESCLASS($SUPSTRM) RESCODE(01) ATTR(DEFPROT,MERGE,LONG)
ACLST(NONE,ALTER=0400,READ,UPDATE,ALL) DEFACC(UPDATE)

Note that the RESCODE is any value from 01 to 3F which is not already in use; use the TSS
LIST(RDT) command to display the in-use codes. Also, the DEFPROT attribute is optional; if
specified, all FDR/UPSTREAM profiles will be protected by default, even if no specific rule has been
defined for them.

Now you can begin defining workstation profile names under the SUPSTRM class, and granting the
appropriate access to them by specified Userids.
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These are considerations for implementing FDR/UPSTREAM-MVS security under ACF2 from
Computer Associates. These notes and procedures should be verified in the appropriate manuals
for your level of ACF2.

The security checks done by FDR/UPSTREAM-MVS can only be processed by ACF2 if the ACF2
SAF interface is enabled. Consult the appropriate ACF2 manuals for details on enabling this
interface if you do not already use it.

Depending on your level of ACF2, you may need to define a rule for the SAF interface in order to
process level-2 security calls. This rule is not required in ACF2 V6. An example of such a rule is:

SAFPROT.UST SUBSYS(UPSTREAM) CNTLPT(UPSTREAM) CLASS(SUPSTRM,VERIFY)
If you have specified the SUBSYS= parameter in the FDR/UPSTREAM configuration with a value
other than UPSTREAM, change the CNTLPT and SUBSYS values to match.
FDR/UPSTREAM-MVS must be defined to ACF2 as a "MUSASS" (multi-user) application

subsystem.

Consult ACF2 documentation for details on defining the FDR/UPSTREAM application, and for
defining the 3UPSTRM class and workstation profile names, and authorizing Userids to use them.

-4-8-



5.1

5.2

OPERATION 5.0

OVERVIEW

FDR/UPSTREAM-MVS provides communication with the MVS System console via the MVS STOP
and MODIFY commands. The STOP command will cause a "quiesce” stop, while a MODIFY
command is used when an immediate termination is necessary. The MODIFY command is also
used to dynamically change FDR/UPSTREAM options, to dynamically invoke certain utility
functions, and to invoke internal tracing.

Note: all of the commands described in this section can be issued by an authorized TSO user using
the FDR/UPSTREAM ISPF dialog, described in Section 6, or from an authorized batch job using the
USTCMD utility (See Section 7.12).

All of the following sections assume you have not renamed the supplied PROC member name; it is
still named "UPSTREAM". If the PROC member name was renamed, you will have to substitute the
new PROC name in place of "UPSTREAM" in the commands and examples.

STARTING FDR/UPSTREAM-MVS

The normal MVS START command is used to start FDR/UPSTREAM-MVS:
S UPSTREAM

The name, UPSTREAM, is the name of the proc installed in your system procedure library as part
of FDR/UPSTREAM installation in Section 2.9. This hame will also become the name of the FDR/
UPSTREAM-MVS online task, and will be used in all of the console commands described in this
section (as well as the TCP/IP reserved port list described in Section 2.8). If you have changed this
name to something other than UPSTREAM, you must use that alternate name in all the commands
and the TCP/IP list) as well. If you like, you can assign a name, different from the proc name, to the
task, e.g.,

S UPS311.UPSTREAM
which will invoke proc UPS311 but will name the online task UPSTREAM.
When FDR/UPSTREAM/MVS has completed it's initialization without error, it will issue message:

UST035 FDR/UPSTREAM Vn.n.n INIT COMPLETE-CONFIG=member,
APPLID=applid,SECLVL=n

This shows the member name of the configuration file (if it is a PDS), the VTAM application ID, and
the security level (0-3) in use.

If any errors were encountered during the initialization phase, they are reported to the System
console as well as the FDR/UPSTREAM-MVS Log file whenever possible. If you encounter any
problems in FDR/UPSTREAM-MVS initialization, be sure to check both sources for information.

There are some startup options that may be specified via the PARM= on the START command, e.g,
S UPSTREAM,PARM="NOMAINT,SCHEDULFE’

Note that the options specified will completely override any PARM= options specified in the
UPSTREAM proc JCL. The supported options are:

e SCHEDULE - will automatically start USTSCHED (the FDR/UPSTREAM automatic scheduler)
at FDR/UPSTREAM startup. See Section 5.10 for details.

*«  NOMAINT - will bypass the automatic execution of the USTMAINT utility during FDR/
UPSTREAM-MVS startup. However, since USTMAINT must be run periodically in order to
cleanup any obsolete entries in the online repository, Innovation does not recommend that you
run this way normally. You may execute USTMAINT at anytime during FDR/UPSTREAM
operation as described in Section 5.7.

e TCPHPNS - If you are using IBM TCP/IP V3R2, both the [IUCV and HPNS APIs are supported
by FDR/UPSTREAM-MVS. If this parm is omitted, IUCV will be used (for compatibility with
earlier releases). To use HPNS (High Performance Native Sockets), specify
PARM=TCPHPNS. For TCP/IP V3R3 and beyond, HPNS is automatically used.
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There are two methods available to stop FDR/UPSTREAM-MVS. The first, the MVS STOP
command, will cause FDR/UPSTREAM-MVS to perform an orderly "quiesce" stop. In those
instances when an immediate termination is required, an MVS MODIFY command is used.

The MVS STOP command will cause FDR/UPSTREAM-MVS to perform a "quiesce" stop. All tasks
in progress at the time the command is received will continue until completion; however, no new
conversations will be permitted to begin. The format of the STOP command is:

P UPSTREAM
FDR/UPSTREAM-MVS will issue the acknowledgment message:

UST008 FDR/UPSTREAM STOP ACCEPTED -- SHUTDOWN IN PROGRESS
If any BACKUP/RESTORE tasks are active, FDR/UPSTREAM will issue:

UST240W ACTIVE TASK FOUND -- SHUTDOWN AWAITING TASK TERMINATION
When all subtasks have terminated, the Main Task will then end.
An MVS MODIFY command is used when an immediate shutdown of FDR/UPSTREAM-MVS is
required:

F UPSTREAM, TERM
or
F UPSTREAM,QUIT

FDR/UPSTREAM-MVS will issue the acknowledgment message:
UST242 QUIT ACCEPTED -- SHUTDOWN IN PROGRESS

This command will cause the FDR/UPSTREAM-MVS Main task to notify all currently processing
subtasks to terminate (backups in progress will be suspended). When all subtasks have performed
orderly termination procedures, the Main task will be notified, and it will end.
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A FDR/UPSTREAM-MVS internal task is started for every backup and restore, most other
workstation functions, and for FDR/UPSTREAM-MVS utilities such as USTVAULT. Console
commands are available to terminate a task, to temporarily suspend task execute, and to restart a
suspended task. This might be used when a task is hung, or when it is using so much resource that
other tasks don't perform well. You can use the FDR/UPSTREAM status display in Section 5.4 or
Section 6 to verify the status of a session; if several displays show that the CPU time used for the
subtask has not changed, it is probably hung or being locked out by another task. From the status
display get the unique task ID or the LU name (it will be either the VTAM LU name, the TCP/IP
workstation network address in hex, or an internal utility name).

To terminate a task, enter:

F UPSTREAM,TERM ID=task (specify all 4 digits)
or
F UPSTREAM,TERM LU=luname

To suspend execution of a task until restarted or terminated, enter:

F UPSTREAM,SUSPEND ID=task (specify all 4 digits)
or
F UPSTREAM,SUSPEND LU=luname

To resume execution of a task that was suspended, enter:

F UPSTREAM,RESTART ID=task (specify all 4 digits)
or
F UPSTREAM,RESTART LU=luname

The ID= form is preferred since it uniquely identifies the task to be terminated; there may be several
tasks associated with a given LU, and tasks may change while you are entering the command; if
there are several tasks running with the same LU name, the LU= form will terminate the first such
task. For utility tasks (such as USTMIGRT and USTVAULT) the LU name will be the utility name.
If the subtask does not terminate within a few minutes, it may have hung again during termination;
issue the command again to force termination.

Because a MVS CANCEL of FDR/UPSTREAM may cause loss of integrity in the FDR/UPSTREAM
repository data sets, the UPSTREAM online task protects itself against operator CANCEL
commands.

If a CANCEL is issued, FDR/UPSTREAM will intercept the CANCEL and:

¢ Ifno BACKUP/RESTORE/UTILITY tasks are active, the repository and log data sets are closed
before allowing the CANCEL to proceed. This may take up to one minute.

. If a shutdown is already in progress (because of a previous STOP or CANCEL command), all
subtasks are stopped, the repository data sets are closed, and the CANCEL is allowed to pro-
ceed.

. If BACKUP/RESTORE/UTILITY tasks are active, a status display is done (as shown in Section
5.4) and message UST240W is issued to give the operator several options:
- ignore the CANCEL and continue with normal operations

- wait for an orderly shutdown of FDR/UPSTREAM (an internal STOP command is issued).
- terminate a specific subtask and ignore the CANCEL (continue with normal operations)
- redisplay the status

- accept the CANCEL (closing the repository and log data sets first).

If FDR/UPSTREAM does not come to a normal termination in a reasonable amount of time, another
CANCEL can be issued to terminate it.

If FDR/UPSTREAM will not respond to the STOP commands documented in this section and must
be cancelled, Innovation recommends that you use the MVS console DUMP command to geta SVC
dump of the FDR/UPSTREAM address space before issuing the CANCEL. This will provide the
maximum amount of information for problem determination.

CONTINUED . . .
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FDR/UPSTREAM-MVS supports an activity inquiry command as follows:
F UPSTREAM,STATUS
"STATUS" may be abbreviated "STA".

FDR/UPSTREAM-MVS will respond to the System console with messages indicating the
Workstation Profile Name, SNA LU Name or TCP/IP network address (in hex), type of operation,
cpu time, number of files processed (if applicable), and internal task ID for each conversation (or
internal utility, such as USTMAINT) currently in progress. For example,

UsT013 STATUS REQUEST --- ACTIVE TASKS

Usto13 PROFILE LUNAME - # FILES CPU TIME OPERATION ID
Usto14 USO02 LU4ASO030 15 0.308 BACKUP 0013
Uusto14 USO1 LU3AS030 2 0.289 BACKUP 0017
UsST014 NTTEST LUOASO39 0 0.123 RESTORE 0022
usTo14 =k LUOASO3A 17 0.075 INQUIREV 0032
UsST015 4 TASKS CURRENTLY ACTIVE - END OF DISPLAY

If no conversations are currently active, message UST016 will be issued indicating "NO TASKS
CURRENTLY ACTIVE".

The internal task ID can be used with the TERM ID= command shown in Section 5.3.

The FDR/UPSTREAM ISPF dialog provides a more detailed status display (see Section 6), and
supports line commands for termination of tasks. A similar status display is available from FDR/
UPSTREAM on the workstation.
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The internal trace facility is intended to be used when requested by Innovation Technical Support
for problem diagnosis. You may be requested to run the internal trace when reporting a problem.
The trace records are written to the USTLOG data set which should be retained for review. To start
the internal trace enter:

F UPSTREAM,TRACE ON (for all workstations)
or
F UPSTREAM,TRACE ON LU=luname (for one workstation, VTAM LU name or TCP/IP
address)
or
F UPSTREAM,TRACE ON ID=task (for the 4-digit task ID as shown in the status
display)

If LU= or ID= was specified, only one workstation can be traced at a time; if multiple TRACE
commands are entered, only the last one entered will be honored. To subsequently stop the internal
trace, enter:

F UPSTREAM,TRACE OFF

Since the internal trace processing will add significant overhead, FDR/UPSTREAM-MVS normally
initializes it to the off state during it's startup. However, you can initiate tracing during FDR/
UPSTREAM startup by adding "PARM="TRACE" to the EXEC statement in the UPSTREAM startup
proc. It is recommended that the trace only be run upon request from Innovation.

There is also a communications-only trace, which traces VTAM and TCP/IP activity within FDR/
UPSTREAM, which is much less overhead than the full trace. To start the communications trace
enter:

F UPSTREAM,COMTRACE ON,nnnnn

"nnnnn" (1-5 digits) is the maximum bytes of data to print for each trace entry; the default, if omitted,
is 20 bytes.

To subsequently stop the communications trace, enter:
F UPSTREAM,COMTRACE OFF

The communications trace processing is also initialized to the off state during startup. However, you
can initiate communications tracing during FDR/UPSTREAM startup by adding
"PARM="COMTRACE" to the EXEC statement in the UPSTREAM startup proc. It is recommended
that the trace only be run upon request from Innovation.

In order to diagnose certain errors, FDR/UPSTREAM has the option to abend when a specific
message is generated, or alternately on the Nth occurrence of the message. Since this will cause
the subtask generating the message (or sometimes the entire FDR/UPSTREAM address space) to
abnormally terminate, this should be used only on request of Innovation Technical Support.

To invoke the Abend on Message, enter:

F UPSTREAM,ABENDM=mmm
or
F UPSTREAM,ABENDM=mmm,ccc

where "mmm" is the 3-digit FDR/UPSTREAM message number (e.g., ABENDM=012 for message
USTO012) and "ccc" is the 3-digit count of occurrences of the message required before the abend
will occur (e.g., ABENDM=234,005 for the fifth occurrence of message UST234).
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5.6 LOG HANDLING

FLUSHING THE
LOG

SWITCHING
THE LOG

During its operation, FDR/UPSTREAM records messages into a log file and optionally to a summary
file (see Section 10 for details on the messages). These files may be SYSOUT, or DASD data sets.
In either case, you may wish to see the messages on the log while FDR/UPSTREAM is still active.
It is often impossible to see the most recent messages, which are probably those of most interest,
because they are still in a buffer and have not yet been written. FDR/UPSTREAM offers two
methods of making these messages available.

You can request that FDR/UPSTREAM-MVS flush the log and summary buffers by closing the files
and reopening them (with EXTEND if on DASD so that new messages will still be added to the end).
This will make all messages visible. To request this, enter:

F UPSTREAM,FLUSHLOG

FDR/UPSTREAM also optionally supports a second log file, specified by DDNAME "USTLOG2" in
the FDR/UPSTREAM-MVS startup proc. You can request that FDR/UPSTREAM close the current
log file and switch to the other, switching between USTLOG and USTLOG2 whenever the command
is entered. Note that the new log file is opened for OUTPUT; for DASD log files this means that the
file will be overwritten, so you should save the contents of the inactive log file whenever this is used.
If DDNAMEs USTSUMM and USTSUMMZ2 are also present, FDR/UPSTREAM will switch to the
alternate summary file as well. To request switching of the log files, enter:

F UPSTREAM,SWITCHLOG
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5.7 ONLINE UTILITY EXECUTION

USTMAINT
EXECUTION

USTREGEN
EXECUTION

Many of the utility programs provided with FDR/UPSTREAM-MVS can be executed as subtasks of
the FDR/UPSTREAM online task; in fact, some can only be executed as subtasks. For those can
also be run as independent batch jobs, they require that the online task be shut down to execute in
batch, so online execution is usually more convenient.

The FDR/UPSTREAM maintenance utility, USTMAINT deletes obsolete backups from the
UPSTREAM repository (because either the backup is no longer cataloged in the system catalog, or
because the number of backups specified by ONLINE= or ARCHIVE= in the associated profile has
been exceeded); it also deletes history records which are older than the specified retention period
(MAXHIST in the configuration). Itis normally executed automatically during the startup of the FDR/
UPSTREAM online task (see Section 5.1); if the online task is active for a long period of time, or if
a great deal of backup processing has occurred, you may wish to execute USTMAINT during FDR/
UPSTREAM operation. To do so, enter:

F UPSTREAM,MAINT
If you wish to delete the records of one backup from the repository, you can enter this command:
F UPSTREAM,REMOVEDSN=dsname

"dsname" must be a cataloged FDR/UPSTREAM backup. Ifitis a GDG, a relative generation
number may be specified, e.g., REMOVEDSN=UPSTREAM.BACKUP(-1). REMOVEDSN will
delete the repository records but it will not delete or uncatalog the backup file itself. If you want to
discard the backup as well, it is easier to delete or uncatalog the backup file manually (the TSO or
IDCAMS "DELETE" command is a convenient way to do so) and let the next execution of
USTMAINT delete the repository records automatically.

If a vault copy of a deleted backup has been created by USTVAULT, USTMAINT will also delete the
records of the vault copy. However, if more than one copy was created (e.g., copy 2, copy 3, etc.)
only the lowest numbered vault copy will be automatically deleted. For example, if copies 3 and 4
exist, only copy 3 will be deleted.

The FDR/UPSTREAM ISPF panels offer a convenient interface in the backup management function
(see Section 6.10) for issuing the REMOVEDSN command, a TSO DELETE command, or both.

You may dynamically invoke the FDR/UPSTREAM REGEN utility, USTREGEN, while FDR/
UPSTREAM-MVS is operating. USTREGEN reads secondary copies of Archive and vault tapes
and sequential backups, in order to update UPSTREAM's records and make them the primary copy;
it may also be used to rebuild records for backups that have been deleted. It is described in more
detail in Section 7.6. The USTREGEN batch jobstream described in that section may only be run
when the FDR/UPSTREAM online task is not active.

USTREGEN is also used to read the "control files" produced by USTVAULT, in order to make the
secondary backup tapes created by USTVAULT the primary copies for restore purposes. The
names of the vault control files which must be used as input to USTREGEN are recorded under
profile names USTVLCxx. If USTVAULT was used to create offsite copies of your backups, this
would be done at a disaster recovery site to "activate" the offsite vault copies of the backups.
Vaulting is described in detail in Section 7.8.

To run USTREGEN while the FDR/UPSTREAM online task is active, enter:
F UPSTREAM,REGEN DSN=dsname

"dsname" must be the name of a cataloged secondary copy of a UPSTREAM Archive, vault control
file or sequential backup. The data set will be dynamically allocated to the UPSTREAM task, and
USTREGEN will be executed as a subtask to read the backup and update the FDR/UPSTREAM
records. This can be done concurrently with other UPSTREAM activities, such as backups and
restores, and multiple REGEN commands may be active concurrently as well.

The FDR/UPSTREAM ISPF panels offer a convenient interface in the backup management function
(see Section 6.10) for issuing the REGEN command.
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The 3 data sets used by the FDR/UPSTREAM-MVS online task, namely:

e USTCATLG — the online repository catalog

e USTFILEI - the online repository file-information data set

e USTFILEC - the file-data data set
are all keyed files, and will need periodic reorganization. Reorganization will be required whenever
the data set becomes too badly fragmented for the insert of new records, or, in the case of
USTCATLG and USTFILEI in the Innovation proprietary format, whenever the overflow area
becomes full from the insertion of many new records. You can do this with a batch jobstream (see
Section 2.15), but Innovation recommends that you do the reorganization dynamically while the
FDR/UPSTREAM task is running with the USTREORG utility..

Dynamic reorganization of the FDR/UPSTREAM data sets can be done only when there are no other
active FDR/UPSTREAM tasks running. Reorganization requests will wait if there are other active
tasks, and attempts to initiate other tasks, including backups and restores, will wait while any
reorganization is running or waiting to run; if you want to abandon a waiting reorganization and allow
other tasks to run, use the TERM command (see Section 5.3). The amount of time required to do
the reorganization depends on the amount of data in the file .

To request the reorganization of one of the FDR/UPSTREAM data sets, enter:
F UPSTREAM,REORG DD=ddname
or
F UPSTREAM,REORG DD=ddname %F=nn
where "ddname" is one of the 3 DD names shown above. You may enter requests for 2 or all 3 data
sets to be reorganized concurrently.

If the optional %F=nn was included, "nn" is a percentage of free space. If the data set has more than
nn% free space, the REORG request will be bypassed; this allows you to issue automatic REORG
commands that will execute only when necessary to increase free space. For those data sets which
are allocated as VSAM and those in the "enhanced" Innovation proprietary format, the free space is
calculated from the "free bytes" maintained by those access methods; for those in the unenhanced
proprietary format, this is the percentage of free space in the independent overflow area.

The reorganization will dynamically allocate a backup file, copy the contents of the data set into that
backup, and then reload the file from the backup. No harm will be done if the reorganization fails
during the backup, but the data set will be unusable and FDR/UPSTREAM will fail if the reload
fails (you will probably have to manually reload the data set from the backup in this case). Messages
will be written to the UPSTREAM log to indicate the name of the backup data set and the success
of the reorganization (the latter also appears on the console).

So that USTREORG knows where to allocate the backup file, there must be a special profile in the
FDR/UPSTREAM configuration for each DD name that you wish to reorganize (i.e., USTCATLG,
USTFILEI, and USTFILEC). In each of these profiles, the options which specify sequential DASD
and TAPE backups will be used to allocate the backup files. The profile must be enabled for DASD
or TAPE (TAPECOMP) backups; if both are enabled, DASD is used. If the DASDGDG/TAPEGDG
option is not specified, the DASDPREF/TAPEPREF value will be appended with the date and time
of the backup to create a unique name. This backup file will not be deleted even if the reorganization
is successful; if it is not a GDG, you should take steps to delete them after a reasonable period. See
Section 3 for more details on the Configurator.

GDGs are recommended so that older backups will automatically be uncataloged as new
reorganizations are done. The GDG base should be defined with 2 or more generations, keeping
several copies of the backup for safety. Do not let the backup expire immediately after the
reorganization . If you do not use a GDG, you are responsible for deleting unneeded backups.

An option is available to close and reopen any of the FDR/UPSTREAM data sets without
reorganizing them. You may want to do this to set the last reference date and update flags
periodically (so that DASD management systems such as FDR/ABR will back them up) or to update
statistics. The command to do so is:

F UPSTREAM,CLOSE DD=ddname
Like REORG, CLOSE will wait if other tasks are running.

CONTINUED. . . .
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You may dynamically invoke the FDR/UPSTREAM Archive utility, USTARCH, while FDR/
UPSTREAM-MVS is operating. USTARCH locates non-keyed backups of files which have been
temporarily stored on the online repository and moves them to tape; it is described in more detail in
Section 7.5. The USTARCH batch jobstream described in that section may only be run when the
FDR/UPSTREAM online task is not active.

To run USTARCH while the FDR/UPSTREAM online task is active, enter:
F UPSTREAM,ARCHIVE

There must be a special profile name of USTARCH in the FDR/UPSTREAM configuration with
options which will be used to allocate the Archive tape. The profile must be enabled for TAPE or
TAPECOMP backups. Ifthe TAPEGDG option is not specified, the TAPEPREF value will be
appended with the date and time of the archive to create a uniqgue name. See Section 3 for more
details on the Configurator.

The online execution of USTARCH will be run with the NOMERGE and DELETE options. It will
create an archive tape containing only the files that were waiting in the online repository to be
archived at the time of the run and will delete them from the repository.

You can execute the FDR/UPSTREAM-MVS migration utility, USTMIGRT, under the FDR/
UPSTREAM online task; it cannot be executed as a separate batch job. It will "migrate" recently
created sequential disk backups to tape. When USTMIGRT is run, it scans the FDR/UPSTREAM-
MVS online repository for sequential disk backups recorded under each profile name and compares
the number of such backups to the MIGTHRESH=nn parameter in the associated profile definition
in the FDR/UPSTREAM-MVS configuration; if it is equal or higher, the least recent disk backups will
be "migrated" to tape until the number of disk backups is nn-1 (one less than the threshold).
MIGTHRESH=0 (which is the default) disables migration for the associated profile, while
MIGTHRESH=1 will migrate all sequential backups under the profile (except that, if the latest
backup is a restartable-interrupted backup, it will not be migrated). MERGE BACKUPs in deferred
status will automatically bypassed since USTMERGE will move them to tape.

To run USTMIGRT, enter:
F UPSTREAM,MIGRTxx PROFILE=profile, NEWTAPE,FORWARD

The PROFILE=, NEWTAPE and FORWARD operands are optional. See "Notes on Utility
Execution” below for details.

USTMIGRT requires that the FDR/UPSTREAM-MVS configuration contain special profiles with a
profile name of USTMIGxx. The "xx" specified in the F UPSTREAM,MIGRTxx command must
match one of the USTMIGxx profile names; the matching profile will be used for this migration task.

For compatibility with earlier releases of FDR/UPSTREAM, you may also specify MIGRATE instead
of MIGRTxx in the command, e.g., F UPSTREAM,MIGRATE PROFILE=profile. In this case, the
special profile name USTMIGRT will be used and it may process any workstation profile (ignoring
GROUPID).

If you are using migration, you will probably want to run USTMIGRT once a day to migrate that day's
disk backups to tape; it can be run more or less frequently depending on your backup workload.

See Section 7.7 for more information on the use of USTMIGRT. If vaulting (USTVAULT) is also
used, be sure to run USTVAULT before running USTMIGRT to avoid extra tape mounts to read the
migrated backups.

CONTINUED . . .
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You can execute the FDR/UPSTREAM-MVS deferred MERGE BACKUP utility, USTMERGE, under
the FDR/UPSTREAM online task; it cannot be executed as a separate batch job. It completes
processing for FULL MERGE BACKUPs that were taken with MERGE=DEFER enabled in their
profile (see Sections 1.4 and 7.9). When USTMERGE is run, it scans the FDR/UPSTREAM-MVS
online repository for MERGE BACKUPs with pending deferred MERGE processing and completes
the backups.

To run USTMERGE, enter:
F UPSTREAM,MERGExx PROFILE=profile, NEWTAPE,FORCE

The PROFILE=, NEWTAPE and FORCE operands are optional. See "Notes on Utility Execution”
below for details.

USTMERGE requires that the FDR/UPSTREAM-MVS configuration contain special profiles with a
profile name of USTMERXxx. The "xx" specified in the F UPSTREAM,MERGExx command must
match one of the USTMERXxx profile names; the matching profile will be used for this merge task.

USTMERGE will only process workstation profiles which are enabled for DEFERRED MERGE
BACKUPs (MERGE=DEFER in the profile definition). It will identify such profiles and find those
whose most recent full backup contains unresolved deferred workstation files. It will copy those
backups to tape if necessary and will also mount any required previous backups as input to copy the
deferred files to the new tape data set.

Note: USTMERGE will usually require 2 or 3 tape drives for each execution.

See Sections 1.4 and 7.9 for more information on DEFERRED MERGE BACKUPs and
USTMERGE.

You can execute the FDR/UPSTREAM-MVS vaulting utility, USTVAULT, under the FDR/
UPSTREAM online task; it cannot be executed as a separate batch job. It will create secondary
(vault) copies on tape for recently created sequential disk and sequential tape backups. When
USTVAULT is run, it scans the FDR/UPSTREAM-MVS online repository for sequential backups
recorded under each profile name which do not already have a vault copy. Duplicate copies of those
backups will be made on tape for storage in an offsite vault for disaster recovery. Only workstation
profiles which are enabled for vaulting (the VAULT option in the profile configuration) will be
processed for vaulting. MERGE BACKUPs in deferred status will automatically bypassed since they
are not complete until they are processed by USTMERGE.

To run USTVAULT, enter:
F UPSTREAM,VAULTxx PROFILE=profile,NOINCR,NOVCHK,COPY=n

The PROFILE=, NOINCR, NOVCHK and COPY= operands are optional. See "Notes on Utility
Execution” below for details.

USTVAULT requires that the FDR/UPSTREAM-MVS configuration contain special profiles with a
profile name of USTVLTxx. The "xx" specified in the F UPSTREAM,VAULTxx command must
match one of the USTVLTxx profile names; the matching profile will be used for this vault task.
USTVAULT will call for a scratch output tape and create a dummy data set as the first file on that
tape using the sequential tape parameters in that profile; the secondary vault backups will be created
as additional files on the same tape, using the tape retention specified in the USTVLTxx profile. The
sequential disk parameters in the profile are used to create a "control file" temporarily stored on disk
to contain the updated FDR/UPSTREAM control records; at the end of the vault process that control
file is moved to become the last file on the output tape.

Warning: USTVAULT will make vault copies of sequential tape backups, as well as sequential
disk. This may require mounting many input tapes during the vault process. Innovation
recommends that, if possible, incremental backups be done to disk, then USTVAULT be
executed to create the vault tape, then USTMIGRT be run to migrate the primary backups to
tape (if required). If USTMIGRT is run before USTVAULT for the same backups, USTVAULT
may need to mount the migrate tape MANY times.

See Section 7.8 for more information on the use of USTVAULT.

CONTINUED. . . .
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These notes all apply to USTMIGRT, USTMERGE and USTVAULT just described.

On the FDR/UPSTREAM ISPF panel which allows you to enter UPSTREAM commands (see
Section 6.5), the xx parameter is specified as ID=xx. The other options are check boxes on the
panel.

There are two ways that you can specify which workstation profiles are to be processed by a given
utility execution:

¢ You may specify the PROFILE= operand on the command, as shown in the command syntax
for the individual utilities above. The parameter may specify an individual profile name (e.g.,
PROFILE=SERVO01) or a profile name prefix ending in an asterisk (e.g., PROFILE=FIN*) which
will select all profiles starting with that prefix.

A more convenient way is to assign the workstation profiles to groups with the GROUPID=xx
operand in the workstation profile definition (see Section 3.5). Each utility will only process
profiles whose GROUPID matches the "xx" specified in the command which invoked the utility.
For example, F UPSTREAM,VAULTO03 will only process profiles with GROUPID=03. However,
they will also process any profiles which do not have any GROUPID specified. For this reason,
we recommend that if GROUPID is used, all workstation profiles have a GROUPID assigned.

e With GROUPID you usually do not have to specify the PROFILE= operand, but if you do, the
two options will work in combination. From within the profiles specified by PROFILE=, only
those with a matching GROUPID (or no GROUPID) will be processed.

You may start multiple executions of these utilities concurrently, by issuing multiple F commands.
Concurrent executions of the same utility must use different values for "xx" and must process
different groups of workstation profiles (as specified by the PROFILE= operand, or by the
GROUPID= configuration option). The appropriate USTMERXx, USTVLTxx, or USTMIGxx special
profile will be used for each utility execution. In the configuration for those profiles, the TAPEPREF=
value (and the DASDPREF= value for USTVLTxx) must be unique so that each execution will create
unique file names.

For USTMIGRT and USTMERGE only:

If the optional parameters NEWTAPE or FORWARD (USTMIGRT only) are not specified on the F
command for USTMERGE or USTMIGRT, these utilities will call for a scratch output tape and create
a dummy data set as the first file on that tape using the sequential tape parameters in the associated
USTMIGxx or USTMERXxx profile. The backups to be migrated or merged will be created as
additional files on the same tape, using the tape retention specified in the associated profile. For
USTMERGE, this will be done even if the full backup to be completed is already on tape; it will be
copied to the new tape and the deferred files added to it.

If NEWTAPE is specified, the USTMERXxx or USTMIGxx profile must exist, but the parameters in it
are not used. Each backup processed by USTMERGE or USTMIGRT will be copied as file 1 on a
new scratch tape, using the sequential tape parameters in the workstation profile for the data set
name and retention.

Note: For MERGE only, if the deferred full backup is already on tape, NEWTAPE will cause the
deferred files to simply be copied to the end of the existing backup tape instead of mounting a
scratch tape.

For USTMIGRT only, the optional parameter FORWARD requests additional processing during the
migration process; during the migration of backups from disk to tape, USTMIGRT will recognize that
previous incremental backups have already been moved to tape; it will request that those tapes be
mounted and will merge those previous incremental backups with the current incremental into one
file on the new output tape. Also, the "dummy" file will not be created as file 1 on the output tape,
but the TAPEUNIT= and RETPD/EXPDT= parameters in the USTMIGxx profile will be used to
allocate the output tape drive and determine the expiration date of the tape.

CONTINUED . . .
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For USTVAULT only , the optional parameter NOINCR causing vaulting to occur only for full
backups, bypassing any incremental backups. The optional parameter NOVCHK will cause
backups to be vaulted even if they are flagged as already having been vaulting, allowing you to
recreate vault tapes or, in conjunction with COPY=, create additional vault copies. The optional
parameter COPY=n controls the copy number that will replace the ? in the backup file names created
on the vault (2 through 9, 2 is the default). See Section 7.8 for more details on these options.

For USTMERGE only , if you do multiple Deferred Full MERGE backups without running
USTMERGE, resulting in multiple uncompleted full MERGE backups, USTMERGE will normally
only process the most recently created Deferred MERGE backup. If you need to retain the other
backups, specify the optional FORCE parameter; this will cause USTMERGE to select the oldest
Deferred MERGE backup instead. If there are multiple such uncompleted backups, you will have to
execute with FORCE multiple times until they are all processed.

CONTINUED. . . .
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DYNAMIC CONFIGURATION MAINTENANCE

You can change the FDR/UPSTREAM-MVS configuration dynamically while the FDR/UPSTREAM
online task is running. To do so, execute USTCONFG (see Section 3) to modify the configuration in
the FDR/UPSTREAM configuration file pointed to by the USTCONFG DD statement in the
UPSTREAM online JCL procedure. If the configuration file is a PDS, you may save the new
configuration in a new member in the file, so that both the old and new configurations will be
available. Authorized administrators can also update the configuration from a workstation using the
Profile Management dialog provided as part of FDR/UPSTREAM PC.

This procedure will also cause many of the FDR/UPSTREAM modules which have had fixes applied
(via zaps) to be activated. Most FDR/UPSTREAM-MVS modules are loaded once during startup, so
fixes applied to the load library are not immediately available. The REFRESH commands below will
cause current copies of all loaded modules to be deleted (as soon as they are no longer in use) and
refreshed with the modified copies.

To reactivate the configuration file or member that was last activated successfully (which may be
the configuration activated at startup), enter:

F UPSTREAM,REFRESH

This will reload the last successfully loaded configuration (which may have been changed by
USTCONFG). This is the only option available if the USTCONFG DD statement points to a
sequential configuration file.

If your configuration file is a PDS, you may activate a configuration stored in a new member by
entering:

F UPSTREAM,REFRESH MEMBER=membername

If the activation is successful, the new membername will be saved as the current configuration name
and used if a REFRESH is later entered without a membername.

WARNING: If a new configuration member is activated, you must also change the startup
JCL for the FDR/UPSTREAM-MVS online task to specify the new member name on the
USTCONFG DD statement. Otherwise, the old configuration member will be activated the
next time that UPSTREAM is started.
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CHANGING
TASK LIMIT

CHANGING
MAXIMUM
BACKUP
TAPES

CHANGING
MAXIMUM
RESTORE
TAPES

CHANGING
VTAM
TIMEOUT

CHANGING
LOG BUFFERS

You may dynamically modify several FDR/UPSTREAM options while UPSTREAM is executing.
The normal values for these options are set in the FDR/UPSTREAM-MVS configuration, on the
MAIN statement (See Section 3.4 for more details). These changes remain in effect until you
change them again, or until FDR/UPSTREAM is shut down.

You can change the maximum number of backup/restore/inquiry tasks that FDR/UPSTREAM wiill
permit to operate concurrently by the command:

F UPSTREAM,MAXTASKS=nnnn (O inhibits all new tasks)
You can change the maximum number of tape drives that FDR/UPSTREAM will use for concurrent
backups by the command:

F UPSTREAM,MAXTAPEB=nNNN (0 means nolimit, 255 max)

You can change the maximum number of tape drives that FDR/UPSTREAM will use for concurrent
restores by the command:

F UPSTREAM,MAXTAPER=NNN (0 means nolimit, 255 max)

You can change the maximum number of minutes that FDR/UPSTREAM will wait for most VTAM
commands to complete by the command:

F UPSTREAM, TIMEOUT=nnn (1 to 100 minutes)
You can change the number of 64K internal buffers used to save USTLOG messages for display at
a workstation by the command:

F UPSTREAM,LOGBLKN=nnn (1 to 255 buffers)
At FDR/UPSTREAM-MVS startup, the buffer count is 2.
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AUTOMATIC SCHEDULER

FDR/UPSTREAM-MVS includes a scheduler program (USTSCHED) which can schedule the
automatic execution of any MVS console command based on a very flexible schedule. The
scheduler operates as a subtask of the FDR/UPSTREAM online task.

The schedule itself is stored as one or more members of a PDS. Usually they are stored in the FDR/
UPSTREAM configuration data set, but another PDS with the same characteristics can be used if
desired The name of the schedule PDS and the default schedule member name are specified in
the FDR/UPSTREAM-MVS startup JCL as shown in Section 2.9. The schedule members are
defined and maintained using the FDR/UPSTREAM ISPF dialog; details and examples of the
schedule options are shown in Section 6.9.

The MVS commands in the schedule are usually used to control FDR/UPSTREAM operations.
They can include any of the commands shown in Section 5 (except the START command, since the
USTSCHED cannot be executing until FDR/UPSTREAM is started). It can also include START
commands to start USTBATCH tasks. But it is not limited to FDR/UPSTREAM functions; any
console command which can be entered on the MVS master console can be scheduled.

USTSCHED can be automatically started whenever the FDR/UPSTREAM-MVS online task is
started (see Section 5.1 and 2.9), but you can also start, stop, or modify USTSCHED operation at
any time.

To start USTSCHED, enter the command:
F UPSTREAM,SCHEDULE MEMBER=membername LIST

Both the MEMBER=and LIST operands are optional (if both are present, they must be in that order).
MEMBER= specifies the member name containing the schedule to be activated; it must be a
member in the PDS pointed to by the USTSCHED DD statement in the FDR/UPSTREAM-MVS
startup JCL (see Section 2.9). If MEMBER= is omitted, the member name specified in the
USTSCHED DD will be used. LIST, if specified, causes the schedule to be listed in the FDR/
UPSTREAM log as it is activated.

If a USTSCHED task is already active for the member name specified, it will simply refresh the
schedule and continue; this allows you to update the schedule from the ISPF panels and activate
the modified schedule. If there is no USTSCHED task active for that member name, a new schedule
task is activated. There may be multiple USTSCHED tasks active, each using a unique schedule
member.

USTSCHED tasks may be terminated at any time, using the TERM command on the FDR/
UPSTREAM ISPF status display, or the terminate option of the status display at a FDR/UPSTREAM
workstation, or the TERM command in Section 5.3. On the status displays, the member name in
use will appear in the USERID field, so that you can choose among multiple USTSCHED tasks if
necessary.
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6.1

UPSTREAM
ISPF MAIN
MENU

ISPF INTERFACE 6.0
INTRODUCTION

FDR/UPSTREAM-MVS includes an ISPF dialog which allows you to interactively:

e display the status of FDR/UPSTREAM operations, and terminate hung operations
. initiate mainframe-initiated FDR/UPSTREAM operations, via USTBATCH

. maintain the FDR/UPSTREAM configuration, including global options and workstation profile
definitions

« define the FDR/UPSTREAM configuration file and online repository files
e issue commands to control the operation of FDR/UPSTREAM

¢ generate history and backup reports with USTRPORT

e display and maintain the Registered Name Table

e identify files that qualify for Duplicate Name Support

e create and maintain schedules for the Automatic Command Scheduler
e view, regenerate, and delete backups

The ISPF dialog is installed as part of the FDR/UPSTREAM installation; details on permanently
installing the dialog are in Section 2.12. Depending on which of the installation options you have
chosen, the dialog is invoked in one of 3 ways:

« it may be an option on your ISPF main menu or a submenu.
e it may be invoked by entering "UPSTREAM" or just "UPS" on any command line
¢ it may be invoked from ISPF option 6 by entering:

EXEC 'upstream.clist.library(USTALLOC)'
Any of these will display the FDR/UPSTREAM main menu:

FDR/UPSTREAM

COMMAND ===>

USTBATCH - Host Initiated Services
STATUS - Current Status Information
DEFINE - Define Control Files
CONFIGURE - Main Options

PROFILE - Workstation Profile Names
OPER - Operator Commands
REPORT - Report

REGISTRY - Name Registry
DUPAUDIT - Duplicate File Audit

10 SCHEDULE - Command Scheduler
11 MANAGEMENT - Backup Management

©CoO~NOULWN PR

Option 3 (DEFINE) is used only during installation of FDR/UPSTREAM or when the on-line
repository files must be redefined or enlarged; it is described in Section 2. Other options are
described in the following sections.

PF1/PF13 will display detailed HELP for the panel currently displayed.

Normally, the ISPF variables associated with this dialog are stored in your ISPF profile data set
under an application name of "UST". If you have a need to keep several sets of UPSTREAM
profiles, or when testing new versions of UPSTREAM, you can use other application name. On this
panel, type "USTID" on the command line. The panel will then display a field where you can enter
a new application prefix, and will also display all of the prefixes you have used previously to make
selection easier.
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6.2

OPTION 1 -
USTBATCH

ISPF MAINFRAME INITIATED SERVICES 6.2
ISPF MAINFRAME INITIATED SERVICES

Option 1 on the FDR/UPSTREAM main menu takes you to a dialog where you can define and
submit requests for mainframe-initiated operations via the program USTBATCH. USTBATCH
instructs FDR/UPSTREAM to contact designated workstations and initiate backups or restores
without operator intervention. The operation of USTBATCH is described in more detail in
Section 8. The dialog allows you to:

« define the parameters to be used for backup and restore operations, using panels which are
very similar to those used on the workstation for FDR/UPSTREAM-PC.

¢ save the parameters in an ISPF table library, and retrieve them for later use.

e generate USTBATCH jobstreams which may be immediately submitted or saved for later
submission or for scheduled execution by a job scheduling system.

¢ invoke USTBATCH in the foreground under TSO for immediate processing of your request.

-------------------------- FDR/UPSTREAM - USTBATCH *
COMMAND ===> SCROLL ===> PAGE

GEN - Generate statements READ/SAVE/DELETE parameter set

APPLPREF ===> | QUEUE ===> | MAXRETRY ===>

USAPPL ===> |CONV ===>WAIT | TMAXRETRY ===>

TPNAME ===> |WTOCOMP ===> | APPLRETRY ===>

LOGMODE ===> | RESTART ===> (count,minutes)
TARGNAME  ===> | or TARGLU  ===>

or DNSname  ===>

or TCP/IP addr ===> | TCP/IP port  ===>

USERID ===>

PASSWORD ===>

ACTION ===>3 (specify to display related parameters and press enter)
1 - Backup 5 - Restart Backup 9 - FDRSOS Backup

2 - Restore & Inquiry 6 - Restart Restore 10 - FDRSOS Restore
3-RunaPC Job 7 - Kill Restart Backup 11 - PC Migration
4 - File Transfer 8 - Kill Restart Restore 12 - Operator Commands

On this panel you can define the major parameters to USTBATCH, including the VTAM application
prefix to be used by USTBATCH, the VTAM application name used by FDR/UPSTREAM, the name
of the workstation for which the operation is to be initiated (either VTAM LU name, TCP/IP network
address and port, or FDR/UPSTREAM workstation name), and other options, described in more de-
tail in Section 8.

The parameters which describe the FDR/UPSTREAM operation to be performed may be stored
entirely at the workstation in a parameter file, allowing the operation to be defined at the workstation
but initiated by the mainframe. The WSPARM option allows you to specify the name of the
parameter file at the workstation. If you do not enter a value next to "Action", then only the
parameters pre-stored in the specified parameter file will be used to control the operation at the
workstation.
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6.2

OPTION 1 -
USTBATCH
(continued)

ISPF MAINFRAME INITIATED SERVICES 6.2

CONTINUED

If necessary, you can specify the security userid and password to be used for the request. If omitted,
the userid/password are taken from the parameter file at the workstation, if specified. If you specify
"&JOB" for the userid, your TSO userid or the security userid of the USTBATCH job will be used and
the password may be omitted since it has already been validated; for foreground execution, this
works only if USTBATCH is executing as a TSO authorized program (Section 2.12).

Optionally, you can specify a value for "Action” from the list displayed. For some of the Action codes,
when you press ENTER, additional panels requesting additional information are displayed.

For Action codes 1-4 and 11, the panels are similar to those used by FDR/UPSTREAM-PC and
define parameters for the equivalent operation; these parameters will be used to modify or override
the parameters in the workstation parameter file. Actually, if you do not specify a WSPARM value,
these parameters must completely define the operation to be performed. The initial panels
displayed for each of these actions are shown on the following pages.

For Action codes 9 and 10 (FDRSOS backup and restore), the additional panels allow you to create
batch jobstreams. FDRSOS is an additional cost product from Innovation; it implements backup and
restore of Open System (SCSI) data stored in a EMC Symmetrix ESP storage subsystem directly
from MVS, to MVS tape or disk.

It the action code is blank, it specifies that the generated USTBATCH control statements will not
override the parameters stored in the workstation parameter file. USTBATCH will only trigger the
workstation to perform the operation specified in the workstation parameter file.

On the command line, you can enter SAVE, READ, or GEN; these commands allow you to save the
parameters currently displayed, read stored parameters back, or generate a USTBATCH batch job
(or execute USTBATCH directly under TSO) using the currently displayed parameters or any set of
saved parameters. The panels that result from these commands are also shown on the following
pages.

If you specify GEN on the command line and specified the name of a workstation parm file
(WSPARM), you can leave ACTION blank and the function in the WSPARM file will be executed with
no overrides.

CONTINUED . . .
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ACTION 1
BACKUP

ACTION 2
RESTORE/
INQUIRY

ISPF MAINFRAME INITIATED SERVICES 6.2

CONTINUED

COMMAND ===>

Backup Parameters: ~ -------- Backup Type------- ----Storage Type---
Backup Profile.( ) |( ) First-time full | |( ) Seq. Tape |
|( ) Full merge | |( ) Seq. Disk |
|( X) Incremental Merge | |( ) Archive |
|( ) Non-merge | |( ) Keyed/Dup. |
() NetWare Directory Svcs
Spec
Files Selected for Backup Detail
I ()l
I ()l
I ()l
I ()l
I ()l
I ()l
I @]
() StreetTalk name
OK <enter> () More... Prior panel <PF3>

This panel appears when a "1" (backup) is entered for "Action” on the USTBATCH main panel. Itis
similar to the FDR/UPSTREAM PC backup screen, with one significant difference. The ISPF
interface has no way of querying the files that exist on the workstation, so it is unable to display a list
of such files for you to choose from. You must know what files are to be included in the backup, and
enter the file specifications required to select them. Since ISPF does not support buttons in the
same way as FDR/UPSTREAM PC does on most workstations, you will have to move or TAB to the
required field and enter a character in the box before it.

COMMAND ===>

Backup Profile.( MERGE1 ) --Inquire and Restore Files From...-------
|( ) Only Version Specified |
< > Display Migrated Files |( X') Spec. Version Back to Full |
< >Only |( ) Spec. Version Back to Oldest |
|( ) Spec. Version Back to FDRSOS Full |
() Inquire Backups

Profile Backup Date/Time Type  Comp Stor Est. Kb # Files Lcl

Default to Latest Backup |

() File Inquiry () Details () More...

OK<enter> Prior panel <PF3>

This panel appears when a "2" (restore and inquiry) is entered for "Action” on the USTBATCH main
panel. It is very similar to the FDR/UPSTREAM PC restore screen. The panel supports the
INQUIRE and VIEW A VERSION functions (a subsequent panel supports INQUIRE FILES); if
requested, it will establish a APPC session with the FDR/UPSTREAM main task, similar to the way
that FDR/UPSTREAM PC handles inquiries, and display the results. Selecting some options will
take you to additional panels which are also very similar to the FDR/UPSTREAM PC screens.

If you do a file inquiry which results in more than 1000 entries, it will display the first 1000 with a
MORE button at the bottom of the list. Selecting MORE will display the next 1000 until the list is
done.

CONTINUED . . .
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6.2 CONTINUED
ACTION 3 RUN

AJOB | -~ FDR/UPSTREAM - USTBATCH RUN @ JOb ~--nxnnrmemmrmen
COMMAND ===>

---Optional ULTra Workstation Options----- -- LAN Interface-----

I [ 1 I

| LAN WS Name...( ) 1 (X) IPXISPX |
| | |( )NetBlOS |

| LAN WS Pwd....( ) [ 1( )TCPIP |

Command Line....( )

Return Code Map ( 0:0 ?:8 )

| ( ) Do not run job, terminate UPSTREAM or ULTra immediately |
| (X)) Run job from UPSTREAM or ULTra and: |

| < > Wait for job completion |

| < X > Terminate UPSTREAM or ULTra after job start/completion |
|

OK <enter> Prior panel <PF3>

This panel appears when a "3" (run a job) is entered for "Action" on the USTBATCH main panel. It
allows you to execute a "job" (any executable program or batch/script file) on a workstation. Specify
the name of the program or file in the "Command Line" area. The "Return Code Map" allows you to
map return codes from the program to the return code returned to USTBATCH: the default shown
maps 0 to 0 and all other program return codes to 8. You can optionally use ULTra to execute the
job on a different workstation.

ACTION 4 FILE

TRANSFER | ———————— FDR/UPSTREAM - USTBATCH File Transfer --------------
COMMAND ===>

(X) Send to Host () Receive from Host

Backup Profile..( )
Record Size.....(6000 )

PC File Name....( )
Host File Name..( )
(X) To Disk

( ) To Tape

( X) Translate to EBCDIC ( X') Attended

( X)) Each Line is a Separate Record ( X ) Record on host
() Remove Trailing Blanks ( ) Delete local file after transfer
() Truncate

OK <enter> Prior panel <PF3>

This panel appears when a "4" (file transfer) is entered for "Action" on the USTBATCH main panel.
It allows you to transfer a single file from the workstation to the MVS host, or vice versa. Special
profile names must be used; they must be enabled for the FILETRAN (TRANSFER) option. You
must specify the name of the workstation file and the host file.

CONTINUED . . .
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ACTION 9
FDRSOS
BACKUP
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FDRSOS Backup ---------------- Row 1to1lofl
COMMAND ===> SCROLL ===> PAGE

OPT Backup Options GEN Generate statements STA Status Report

Q - Specify "PC Job" to Quiesce volume processing before backup
R - Specify "PC Job" to Resume volume processing after backup

Unit Volume -COPY1 TAPE-- -COPY2 TAPE--
Addr Serial Logical Piggy Logical Piggy
CMD Mask Mask Drive -back Drive -back

This panel appears when "9" (FDRSOS Backup) is entered for "Action" on the USTBATCH main
panel. Itis used to create batch backup jobstreams for FDRSOS, a separate cost product from
Innovation which does backup and restore of Open System (SCSI) data stored in a EMC Symmetrix
ESP storage subsystem directly from MVS. FDRSOS is not actually a USTBATCH function, but
USTBATCH steps can be incorporated into the FDRSOS jobstreams.

Note: The FDRSOS Restore panel (Action code 10) is similar but is not shown here

Under UNIT ADDR MASK or VOLUME SERIAL MASK, enter either the MVS unit address or pseudo
volume serial of a EMC Open System volume to be backed up; either a fully qualified address or
volser or a mask (followed by an asterisk) may be entered. When you press ENTER, all of the EMC
Open System volumes matching the value entered are displayed, one per line. You can use ISPF
line commands (D - delete, | - insert, R - repeat) to customize the list to display all the volumes to be
backed up.

On the line for each volume, you can control how the backup is to be created:

*  The "Logical Drive" value controls the total number of physical tape drives that will be used by
the FDRSOS backup jobstep. The number of physical tape drives is equal to the number of
unique "Logical Drive" values. Duplicate "Logical Drive" values specify that the same physical
tape drive used for a backup of a volume will be used for the backup of another volume. For
example, if all the values in the "COPY1 Logical Drive" column are the same, only one tape
drive will be used for the backup of all the volumes. 3 unique values cause 3 different tape
drives to be used.

»  The "Piggyback” column controls whether multiple backup files will be stacked on tape or not.
If NO is specified, a fresh tape will be used to output the backup of this volume; if the "Drive
Number" is the same as for a previous volume, it will use the same tape drive
(UNIT=AFF=TAPEX). If YES is given, the backup will be created as the next sequential file on
the last tape used by the previous volume with the same "Drive Number"
(VOL=REF=%.TAPEX). In other words, PIGGYBACK YES will create files 1, 2, 3, etc. on one
or more tapes on one drive; PIGGYBACK NO creates separate backup tapes using the same
drive.

« The "COPY2 TAPE" fields control creation of a second copy (COPY2) of each backup. If the
"COPY?2 Drive Number" column is not blank, a second backup copy is created. Like for
COPY1, the "Drive Number" and "PIGGYBACK" values control the number of drives used and
file stacking. Note that even if the same values are used for "COPY1 Drive Number" and
"COPY2 Drive Number" they are treated separately and use separate tape drives. "COPY1
Drive Number" cannot be blank.

CONTINUED. . . .
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6.2 CONTINUED

For example, entering "01E*" for the Unit Address Mask produces a display similar to this,
displaying EMC Symmetrix SCSI volumes:

CMD Mask Mask Drive -back Drive -back

Unit Volume -COPY1 TAPE-- -COPY2 TAPE--
Addr Serial Logical Piggy Logical Piggy

OlEF E#01EF 1 YES 2 YES
OlEE E#01EE 1 YES 2 YES
O1ED E#01ED 1 YES 2 YES
01EC E#01EC 2 YES 3 YES
O1EB E#01EB 2 YES 3 YES
O1EA E#01EA 4 YES P YES
01E9 E#01E9 3 YES 4 YES
01E8 E#01E8 4 YES P YES
O01E7 E#01E7 4 YES P YES
01E6 E#01E6 7 YES YES
O1E5 E#01E5 7 YES YES
01E3 E#01E3 A NO YES
01E2 E#01E2 A NO YES

However, the drive columns have been modified by the user, with these results:

For volumes E#01EF, E#01EE, and E#01ED, they all have logical drive 1 for COPY1, and 2 for
COPY2. Their backups will use one tape drive for COPY1 and another for COPY2. Since
PIGGYBACK is YES for both copies, FDRSOS will stack the backups, creating files 1, 2 and 3
on each tape.

For volumes E#01EC and E#01EB, they both have logical drive 2 for COPY1, and 3 for COPY?2.
Their backups will use one tape drive for COPY1 and another for COPY2. Since PIGGYBACK
is YES, for both copies, FDRSOS will stack the backups, creating files 1 and 2 on each tape.

For volumes E#01EA, E#01E8, and E#01E7, they all have logical drive 4 for COPY1, and P
for COPY2. Their backups will use one tape drive for COPY1 and another for COPY2. Since
PIGGYBACK is YES for both copies, FDRSOS will stack the backups, creating files 1, 2 and 3
on each tape.

For volume E#01E9, it has logical drive 3 for COPY1, and 4 for COPY2. Their backups will use
one tape drive for COPY1 and another for COPY2. Since this is the only disk with those logical
tape values, PIGGYBACK is ignored.

For volumes E#01E6 and E#01ES, they all have logical drive 7 for COPY1, and blank for
COPY2. Their backups will use one tape drive for COPY1 only. Since PIGGYBACK is YES,
FDRSOS will stack the backups, creating files 1, 2 and 3 on the tape.

For volumes E#01E3 and E#01E2, they all have logical drive A for COPY1, and blank for
COPY2. Their backups will use one tape drive for COPY1 only. Since PIGGYBACK is NO,
FDRSOS will call for a fresh scratch tape for each backup, creating file 1 on each.

On the command line, you may enter:

OPT - to specify backup options, such as the backup data set names, tape units, and retentions.

STA - to immediately create and browse a FDRSOS status report (PRINT=STATUS) for the

displayed volumes.

GEN - to generate batch JCL for the backup of the displayed volumes.

Q or R - to generate USTBATCH steps to execute a procedure on the workstation in preparation

or after the backup (for example, to quiesce and reopen databases).

A line command of S will generate a FDRSOS status report (PRINT=STATUS) for only those
volumes selected.

CONTINUED . . .
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CONTINUED

The SAVE option allows you to save the current USTBATCH parameters you have entered
(including all backup or restore parameters) in a ISPF table library. The library must be allocated as
DDNAME USTTABL (by default, the FDR/UPSTREAM table library installed from the distribution
tape will be allocated by the FDR/UPSTREAM dialog). You must enter a descriptive name for the
table; the name cannot contain blanks, but other special characters are allowed, as shown below.

Command ===>
Specify the name to save the current set of parameter values:
Name ( Serverl-full_merge )

() Replace if already exists

To CANCEL save operation, PRESS the END KEY (PF3).

Press ENTER to save the parameters under the name shown. If the descriptive name has
previously been used, place any character in the box next to "Replace if already exists" to cause it
to be updated.

The READ option allows you to restore a set of USTBATCH parameters that you saved with the
SAVE command. It displays the available table entries as found in DDNAME USTTABL.

Place cursor on parameter set to be read
Serverl-Full_Merge
Serverl-Incr_Merge

Serverl-Restore

Move the cursor on top of the parameter list name to be restore and press ENTER. If you have
modified any USTBATCH parameters in this dialog, READ will replace all of those parameters,
causing your modifications to be lost unless you SAVE them first.

The DEL option allows you to delete a set of USTBATCH parameters that you saved with the SAVE
command. It displays the available table entries as found in DDNAME USTTABL.

Place cursor on parameter set to delete
Serverl-Full_Merge
Serverl-Incr_Merge

Serverl-Restore

Move the cursor on top of the parameter list name to be deleted and press ENTER. It will be deleted
from the ISPF table data set in which it was stored.

CONTINUED. . . .
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The GEN option will generate a USTBATCH jobstream or invoke USTBATCH in the foreground
under TSO. It can use the parameters currently displayed (entered by you or restored from a saved
set by the READ command), or it can read a saved parameter set directly. If you wish to initiate
several different operations with USTBATCH, you may select several sets of parameters; they will
be combined into one USTBATCH invocation.

Select the parameter set(s) to generate

X)) * - CURRENT PARAMETER VALUES
) Serverl-Full_Merge
) Serverl-Incr_Merge

~~—~

) Serverl-Restore

Place any character next to the parameter set(s) that you wish included in the USTBATCH request,
and press ENTER.

COMMAND ===>
Please select one of the following options or press the END key to cancel

1 - Browse the generated JCL stream

2 - Edit the generated JCL stream

3 - Submit the generated JCL stream

4 - Save the generated JCL in a data set

5-Run the generated USTBATCH statements in the TSO foreground

JCL statements:

(/luserA JOB (ACCOUNT),'NAME',NOTIFY=user )
(1 )

(1 )

(1

(//USTBATCH EXEC PGM=USTBATCH )
(//STEPLIB DD DISP=SHR,DSN=FDR.UPSTREAM.LOAD30 )
(//SYSUDUMP DD SYSOUT=* )

(//USTLOG DD SYSOUT=* )

On this panel, you can browse, edit, submit, or save the generated USTBATCH jobstream. If
necessary, tailor the JCL statements shown (any changes you make will be remembered for future
use). Option 5 will invoke USTBATCH directly in the foreground under TSO.

CONTINUED . . .
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6.3 ISPF STATUS DISPLAY

ISPF STATUS Option 2 on the FDR/UPSTREAM main menu invokes a panel which can display the status of all
DISPLAY currently executing FDR/UPSTREAM operations (subtasks). This panel will not function unless
program USTATUS is defined as a ISPF authorized program (see Section 2.12).

————————————————————————— UPSTREAM Status Display ----------- ROW 1 TO 4 OF 4
Command ===> Scroll ===> PAGE

UPSTREAM started task name: UPSTREAM

For automatic mode, specify refresh rate: 0 seconds

Config. member: CONFIG02 USTCATLG: 53% TCP/IP started task.: TCPIP
VTAM APPLID.... UPSTREAM USTFILEI: 95% TCP/IP Host address.: 130.50.75.1
Security level: 1 USTFILEC: 25% TCP/IP Host port....: 1972

COMMAND PROFILE LUNAME USERID ELAPS CPU #FILE #BYTES(KB) OPERATION BY/SEC

SERVIMRG LU6AS006 USER1 1.3 0.6 22 674 BACKUP 45123
WS1 LU4ASO005USER2 0.1 0.0 7 0 INQUIREF
USTMAINT USTMAINT 0001 O 0 MAINT

3 TASKS CURRENTLY ACTIVE

If the name of your FDR/UPSTREAM online task is not UPSTREAM, or if you have multiple FDR/
UPSTREAM tasks, overtype the task name (See section 5.1 for information on the task name). Note
that the panel displays some basic information about the FDR/UPSTREAM tasks, such as the
configuration member name, VTAM application ID, and TCP/IP connection information. Note that
the TCP/IP Host address is the default host address and may not be the address used by all
workstations in your networks to contact FDR/UPSTREAM.

The values displayed next to USTCATLG, USTFILEI, USTFILEC are percentages of free space
available in those FDR/UPSTREAM online repository files. For those defined as native VSAM and
those in the "enhanced" Innovation proprietary format, the free space is calculated from the "free
bytes" maintained by those access methods; for those in the unenhanced proprietary format, this is
the percentage of free records in the independent overflow. If the free space in any file gets low,
you may wish to schedule a reorganization of that file to avoid FDR/UPSTREAM failures. These
statistics are updat